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Preface

The main purpose of this book is to bring together some areas of research that
have developed independently over the last 30 years. The central problem we
are going to discuss is that of the computation of the number of integral points
in suitable families of variable polytopes. This problem is formulated in terms
of the study of partition functions. The partition function 7x (b), associated
to a finite set of integral vectors X, counts the number of ways in which a
variable vector b can be written as a linear combination of the elements in X
with positive integer coefficients. Since we want this number to be finite, we
assume that the vectors X generate a pointed cone C(X).

Special cases were studied in ancient times, and one can look at the book
of Dickson [50] for historical information on this topic.

The problem goes back to Euler in the special case in which X is a list of
positive integers, and in this form it was classically treated by several authors,
such as Cayley, Sylvester [107] (who calls the partition function the quotity),
Bell [15] and Ehrhart [53], [54].

Having in mind only the principal goal of studying the partition functions,
we treat several topics but not in a systematic way, by trying to show and
compare a variety of different approaches. In particular, we want to revisit
a sequence of papers of Dahmen and Micchelli, which for our purposes, cul-
minate in the proof of a slightly weaker form of Theorem 13.54, showing the
quasipolynomial nature of partition functions [37] on suitable regions of space.

The full statement of Theorem 13.54 follows from further work of Szenes
and Vergne [110].

This theory was approached in a completely different way a few years later
by various authors, unaware of the work of Dahmen and Micchelli. We present
an approach taken from a joint paper with M. Vergne [44] in Section 13.4.5,
which has proved to be useful for further applications to the index theory.

In order to describe the regions where the partition function is a quasipoly-
nomial, one needs to introduce a basic geometric and combinatorial object:
the zonotope B(X) generated by X. This is a compact polytope defined in
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2.12. The theory then consists in dividing C'(X) into regions {2, called big cells,
such that in each region £2— B(X), the partition function is a quasipolynomial
(see Definition 5.31).

The quasipolynomials appearing in the description of the partition func-
tion satisfy a natural system of difference equations of a class that in the mul-
tidimensional case we call Eulerian (generalizing the classical one-dimensional
definition); see Theorem 5.32. All these results can be viewed as generaliza-
tions of the theory of the Ehrhart polynomial [53], [54].

The approach of Dahmen and Micchelli to partition functions is inspired by
their study of two special classes of functions: the multivariate spline Tx (x),
supported on C'(X), and the box spline Bx (), supported on B(X), originally
introduced by de Boor and deVore [39]; see Section 7.1.1 for their definition.

These functions, associated to the given set of vectors X, play an impor-
tant role in approximation theory. One of the goals of the theory is to give
computable closed formulas for all these functions and at the same time to
describe some of their qualitative behavior and applications.

These three functions can be described in a combinatorial way as a fi-
nite sum over local pieces (see formulas (9.5) and (14.28)). In the case of
Bx(z) and Tx(z) the local pieces span, together with their derivatives, a
finite-dimensional space D(X) of polynomials. In the case of Tx(b) they
span, together with their translates, a finite-dimensional space DM (X) of
quasipolynomials.

A key fact is the description of:

e D(X) as solutions of a system of differential equations by formula (11.1).
DM (X) as solutions of a system of difference equations by formula (13.3).
e A strict relationship between D(X) and DM (X) in Section 16.1.

In particular, Dahmen and Micchelli compute the dimensions of both spaces,
see Theorem 11.8 and 13.21. This dimension has a simple combinatorial in-
terpretation in terms of X. They also decompose DM (X) as a direct sum of
natural spaces associated to certain special points P(X) in the torus whose
character group is the lattice spanned by X. In this way, DM (X) can be
identified with a space of distributions supported at these points. Then D(X)
is the subspace of DM (X) of the elements supported at the identity. The
papers of Dahmen and Micchelli are a development of the theory of splines,
initiated by I.J. Schoenberg [95]. There is a rather large literature on these
topics by several authors, such as A.A. Akopyan; A. Ben-Artzi, C.K. Chui,
C. De Boor, H. Diamond, N. Dyn, K. Hollig, Rong Qing Jia, A. Ron, and
A.A. Saakyan. The interested reader can find a lot of useful historical infor-
mation about these matters and further references in the book [40] (and also
the notes of Ron [93]).

The results about the spaces D(X) and DM (X), which, as we have men-
tioned, originate in the theory of splines, turn out to have some interest also in
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the theory of hyperplane arrangements and in commutative algebra in connec-
tion with the study of certain Reisner—Stanley algebras [43]. Furthermore, the
space DM (X) has an interpretation in the theory of the index of transversally
elliptic operators (see [44]).

The fact that a relationship between this theory and hyperplane arrange-
ments should exist is pretty clear once we consider the set of vectors X as a
set of linear equations that define an arrangement of hyperplanes in the space
dual to that in which X lies. In this respect we have been greatly inspired
by the results of Orlik—-Solomon on cohomology [84],[83] and those of Brion,
Szenes, Vergne on partition functions [109], [110], [27], [22], [28], [29], [26],
[108].

In fact, a lot of work in this direction originated from the seminal paper of
Khovanskii and Pukhlikov [90] interpreting the counting formulas for partition
functions as Riemann—Roch formulas for toric varieties, and of Jeffrey—Kirwan
[68] and Witten [120], on moment maps. These topics are beyond the scope
of this book, which tries to remain at a fairly elementary level. For these
matters the reader may refer to Vergne’s survey article [116].

Due to the somewhat large distance between the two fields, people working
in hyperplane arrangements do not seem to be fully aware of the results on
the box spline.

On the other hand, there are some methods that have been developed
for the study of arrangements that we believe shed some light on the space of
functions used to build the box spline. Therefore, we feel that this presentation
may be useful in making a bridge between the two theories.

For completeness and also to satisfy our personal curiosity, we have also
added a short discussion on the applications of box splines to approximation
theory and in particular the aspect of the finite element method, which comes
from the Strang—Fiz conditions (see [106]). In Section 18.1 we present a new
approach to the construction of quasi-interpolants using in a systematic way
the concept of superfunction.

Here is a rough description of the method we shall follow to compute the
functions that are the object of study of this book.

e We interpret all the functions as tempered distributions supported in the
pointed cone C(X).

e We apply the Laplace transform and change the problem to one in algebra,
essentially a problem of developing certain special rational functions into
partial fractions.

e We solve the algebraic problems by module theory under the algebra of
differential operators or of difference operators.

e We interpret the results by inverting the Laplace transform directly.

The book consists of five parts.
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In the first part we collect basic material on convex sets, combinatorics and
polytopes, the Laplace and Fourier transforms, and the language of modules
over the Weyl algebra. We then recall some simple foundational facts on
suitable systems of partial differential equations with constant coefficients. We
develop a general approach to linear difference equations and give a method
of reduction to the differentiable case (Section 5.3). We discuss in some detail
the classical Tutte polynomial of a matroid and we take a detour to compute
such a polynomial in the special case of root systems. The reader is advised
to use these chapters mainly as a tool and reference to read the main body of
the book. In particular, Chapter 6 is used only in the fourth part.

In the second part, on the differentiable case, we start by introducing and
studying the splines. We next analyze the coordinate ring of the complement
of a hyperplane arrangement using the theory of modules over the Weyl al-
gebra. We apply this analysis to the computation of the multivariate splines.
We next give a simple proof of the theorem of Dahmen—Micchelli on the di-
mension of D(X) using elementary commutative algebra (Theorem 11.13),
and discuss the similar theory of E-splines due to Amos Ron [92].

After this, we discuss the graded dimension of the space D(X) (Theorem
11.13) in terms of the combinatorics of bases extracted from X. This is quite
similar to the treatment of Dyn and Ron [51]. The answer happens to be di-
rectly related to the classical Tutte polynomial of a matroid introduced in the
first part. We next give an algorithmic characterization in terms of differen-
tial equations of a natural basis of the top-degree part of D(X) (Proposition
11.10), from which one obtains explicit local expressions for T'x (Theorem
9.7). We complete the discussion by presenting a duality between D(X) and
a subspace of the space of polar parts relative to the hyperplane arrangement
associated to X (Theorem 11.20), a space which can also be interpreted as
distributions supported on the regular points of the associated cone C'(X).

The third part, on the discrete case, contains various extensions of the
results of the second part in the case in which the elements in X lie in a lattice.
This leads to the study of toric arrangements, which we treat by module
theory in a way analogous to the treatment of arrangements. Following a joint
paper with M. Vergne [44], we discuss another interesting space of functions
on a lattice that unifies parts of the theory and provides a conceptual proof
of the quasipolynomial nature of partition functions on the sets 2 — B(X).

We next explain the approach (due mainly to Szenes—Vergne) (see The-
orem 10.11 and Formula (16.3)) of computing the functions under study via
residues.

We give an explicit formula relating partition functions to multivariate
splines (Theorem 16.12) which is a reinterpretation, with a different proof, of
the formula of Brion—Vergne [27]. We use it to discuss classical computations
including Dedekind sums and generalizations.

As an application of our methods, we have included two independent chap-
ters, one in the second and one in the third part, in which we explain how to
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compute the de Rham cohomology for the complement of a hyperplane or of
a toric arrangement.

The fourth and fifth parts essentially contain complements. The fourth
part is independent of the third. In it we present a short survey of the con-
nections and applications to approximation theory: the role of the Strang—Fix
conditions and explicit algorithms used to approximate functions by splines,
such as, for example, can be found in the book Boz Splines [40]. We also
discuss briefly some other applications, such as the theory of stationary sub-
division.

The fifth and final part is completely independent of the rest of the book.
It requires some basic algebraic geometry, and it is included because it justi-
fies in a geometric way the theory of Jeffrey—Kirwan residues which we have
introduced as a purely computational tool, and the regularization of certain
integrals. Here we give an overview of how the residues appear in the so-called
wonderful models of subspace arrangements. These are particularly nice com-
pactifications of complements of hyperplane arrangements that can be used
to give a geometric interpretation of the theory of residues.

As the reader will notice, there is a class of examples which we investigate
throughout this book. These are root systems. We decided not to give the
foundations of root systems, since several excellent introductions are available
in the literature, such as, for example, [20] or [67].

Finally, let us point out that there is an overlap between this material and
other treatments, as for instance the recent book by Matthias Beck and Sinai
Robins, in the Springer Undergraduate Texts in Mathematics series: Com-
puting, the Continuous Discretely. Integer-Point Enumeration in Polyhedra
[14].

The actual computation of partition functions or of the number of points
in a given polytope is a very difficult question due to the high complexity of
the problem. A significant contribution is found in the work of Barvinok [12],
[10], [8], [9], [11] and in the papers of Baldoni, De Loera, Cochet, Vergne, and
others (see [6], [34], [48]). We will not discuss these topics here. A useful
survey paper is the one by Jésus A. De Loera [47].
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Notations

When we introduce a new symbol or definition we will use the convenient
form :=, which means that the term introduced at its left is defined by the
expression at its right.

A typical example is P := {z € N|2 divides z}, which stands for P is by
definition the set of all natural numbers x such that 2 divides x.

The symbol 7 : A — B denotes a mapping named 7 from the set A to the
set B.

Given two sets A, B we set
A\ B:={a€ Ala ¢ B}.
We use the standard notation
N, Z, Q, R, C

for the natural numbers (including 0), the integers, and the rational, real, and
complex numbers.

When V is a vector space we denote by V* its dual. The canonical pairing
between ¢ € V* and v € V will be denoted by (¢ |v) or sometimes by ¢(v)
when we want to stress ¢ as a function.

For a finite set A we denote by |A| its cardinality.

Given two points a, b in a real vector space V we have the closed segment
[a,b] := {ta+(1—t)b, 0 < t < 1} the open segment (a,b) := {ta+(1—¢)b, 0 <
t < 1}, and the two half-open segments [a,b) := {ta + (1 — )b, 0 < ¢t <
1}, (a,b] :=={ta+ (1L —¢)b, 0 <t < 1}.

The closure of a set C' in a topological space is denoted by C.

The interior of a set C' in a topological space is denoted by C.

Sets and lists: Given a set A, we denote by x 4 its characteristic function.
The notation A := {aq,...,a;} denotes a set called A with elements the a;
while the notation A := (aq,...,ax) denotes a list called A with elements the
a;. The elements a; appear in order and may be repeated. A sublist of A is a
list (ail,...,air) with 1 <1 <+ <4, <k.
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WARNING: By abuse of notation, when X is a list we shall also denote
a sublist Y by writing ¥ € X and by X \ YV the list obtained from X by
removing the sublist Y.
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Polytopes

Our basic datum is a list X := (ay,...,an) of nonzero elements in a real
s-dimensional vector space V (we allow repetitions in the list, since this is
important for the applications). Sometimes we take V' = R® and then think
of the a; as the columns of an s X m matrix A.

From X we shall construct several geometric, algebraic, and combinato-
rial objects such as the cone they generate, a hyperplane arrangement, some
families of convex polytopes, certain algebras and modules, and some special
functions. Our aim is to show how these constructions relate to each other,
and taken together, they provide structural understanding and computational
techniques.

1.1 Convex Sets

In this Section we shall discuss some foundational facts about convex sets.
For a general treatment the reader can consult the book of Rockafellar [91].

1.1.1 Convex Sets

Recall that a convex set in a real vector space V is a subset A C V with the
property that if a,b € A, the closed segment [a, b] is contained in A.

On the other hand, an affine subspace is a subset A C V with the property
that if a,b € A, the line ¢, := {ta + (1 —t)b, Vt} is contained in A. An affine
subspace passing through a point p is of the form p + W, where W is a linear
subspace, which one can think of as the space of translations that preserve A.
This group of translations acts in a simply transitive way on A.

Clearly, the intersection of any family of convex sets is convex, and sim-
ilarly, the intersection of any family of affine spaces is affine. Thus, given
any set A there is a minimal convex set C(A) containing A called the convex

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 3
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_1,
© Springer Science+Business Media, LLC 2010



4 1 Polytopes

envelope, or convez hull, of A, and there is a minimal affine subspace Aff(A)
containing A called the affine envelope or affine hull of A.

In general, given m points a1, ..., a,, € V, an affine combination of these
points is any point

m
p=tiar +taas + -+ tmam, t;i €R, Ztizl’
i=1

while a convex combination of these points is any point

m
p=tiar +teas + - +tpan, 0 <14 <1, Ztizl-
i=1

It is easily verified that the convex envelope (resp. the affine envelope) of A
is formed by all the convex (resp. affine) combinations of points in A.

Definition 1.1. We say that m points a1, ..., a,, € V are independent in the
affine sense if the coordinates ¢; with >, ¢; = 1 expressing a point in their
affine envelope are uniquely determined.

Remark 1.2. m points are independent if and only if their affine envelope has
dimension m — 1.

Given two vector spaces V7, Vo and two sets A7 C V3, Ay C V5 we have that
Ay x Ay C V; x Vy is convex if and only if Ay, Ay are convex, and it is affine
if and only if Ay, Ay are affine.

If f: Vi — V5 is an affine map, i.e., the composition of a linear map
with a translation, then such an f preserves affine combinations, that is, if
t; €R, Y 0" t; =1, we have

f(tiar +toas + - +tmam) = tif(ar) +taf(a2) + - + tm fam).

Therefore, if A C V; is convex, then f(A) is convex, and if A is affine, then
f(A) is affine.

From two sets Ay, As C V; we can construct a new set, the Minkowski
sum of Ay, A, as A1 + As := {a1 + az, a1 € A1, as € A}, namely the image
of A7 x As under the sum, which is a linear (hence affine) map. Similarly,
we may construct the difference A1 — Ay . By the above observations we have
that if A1, Ay are convex (resp. affine), then A; + Ay are convex (resp. affine)
sets.

Lemma 1.3. Let A, B be two convex sets. The convex envelope C of AU B
is the set of convex combinations ta+ (1 —t)b, 0<t<1,a€ A, b€ B.

Proof. Clearly, any such convex combination is in C. Conversely, a typi-
cal element of C is of the form p = Z?Zl tia; + Zle $;b;, with Z?Zl t, +

25:1 55, =1,0 < ¢, 0 <55, a; € Ab; € B,Vi,j. We may assume that
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=3t >0, s=1-t:= Zj s; > 0; otherwise, the point p is in
AUB. Then p = tZ?Zl(ti/t)ai + sZ?Zl(sj/s)bj = ta + (1 — t)b, where
a=Y"(ti/t)a; € A, b=3""_ (s;/s)b; € B.

Definition 1.4. The dimension of a convex set is the dimension of its affine
envelope. )

The relative interior A of A is the interior of A considered as a subset of
its affine envelope, that is, the maximal set open in Aff(A) and contained in
A. The relative boundary OA of Ais A\ A

Remark 1.5. Given m points a1, ..., a.,, independent in the affine sense, their
convex envelope is called a simplex. The relative interior of this simplex is the

set D00 tiag| 0 <t;, Y, t; =1}
Proposition 1.6. Let A be a convex set:

(i) Ifa€ Abe A, then (a,b) C A.
(ii) A is convex.
(iii) If A is a closed convex set, then A is the closure of its relative interior.

Proof. (i) Let a € A. We may assume that the affine hull of A is V and reduce
to the case a = 0. Let s := dim(V). )
Take a hyperplane H passing through b and not through 0. Since b € A,

we have that HNA contains a basis aq, ..., as of V, so that b lies in the interior
of the simplex generated by a1, ..., as. Then (0,b) is contained in the interior
of the simplex generated by 0, a1, ..., ag, which also lies in the interior of A.

Clearly, (ii) is a consequence of (i). Moreover, (iii) is a consequence of
(i) once we prove that A # . This follows once we observe that if A spans
an s-dimensional affine space V, there must be s + 1 points ag,...,as € A
that are independent (in the affine sense). Thus the simplex they generate is
contained in A and its interior is open in V.

Remark 1.7. In particular, we have shown that if £ is a line lying in the affine
envelope of a closed convex set A and ¢ N A # (), then £ N A is the interior
of £ N A, which is either a closed segment or a half-line or £. Moreover, the
relative boundary of a closed convex set A is empty if and only if A is an
affine space.

1.1.2 Duality

A hyperplane H C V divides V into two closed half-spaces which intersect in
H (the closures of the two connected components of V'\ H). If H is given
by the linear equation (¢ |z) = a (where ¢ € V* is a linear form), the two
half-spaces are given by the inequalities (¢|z) > a, (¢ ]x) < a.

From now on we assume that we have fixed an Euclidean structure on V.

Theorem 1.8. Let A be a nonempty closed convex set and p ¢ A a point.
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(1) There is a unique point g € A of minimal distance from p.

(2) Let H be the hyperplane passing through q and orthogonal to the vector
q — p. Fiz a linear equation (¢|x) = a for H such that (¢|p) < a. Then
A lies entirely in the closed half-space (¢ |z) > a.

(8) There is a hyperplane K such that p and A lie in the two different com-
ponents of V'\ K.

Proof. 1) Let R be a number so large that the closed ball B,(R) centered at
p and of radius R has a nonempty intersection with A. Then A N B,(R) is
compact and nonempty, and thus there is at least one point ¢ € AN B,(R) of
minimum distance < R from p. We cannot have two distinct points ¢1,q2 € A
of minimum distance from p, since any point in the interior of the segment
[q1, g2] has strictly smaller distance from p, and by convexity, [¢1, ¢2] C A.

2) If by contradiction we had a point r € A in the half-space (¢ |z) < a,
the entire half-open segment [r,q) would be in A, and in this segment the
points close to ¢ have distance from p strictly less than that of q.

3) Let us now take any hyperplane K parallel to H and passing through a
point in the open segment (g, p). One easily sees that p and A lie in the two
different connected components of V' \ K.

Definition 1.9. Given a closed convex set A and a point p ¢ A, the hyper-
plane H through the point of minimal distance g and orthogonal to p — ¢ will
be denoted by H,(A).

We want to deduce a duality statement from Theorem 1.8.

Consider the vector space V = V* @ R of all inhomogeneous polynomials
(¢| z) —a of degree < 1 with ¢ € V*, a € R. The polynomials of the previous
type with ¢ # 0 can be thought of as linear equations of hyperplanes. Given
any subset A C V, consider in V the set

A:={feV][f(A) <0}

Clearly, A is convex. In fact, it is even a convex cone (cf. Section 1.2.3). An
immediate consequence of Theorem 1.8 is the following

Corollary 1.10. If A is closed and convex, then

A={peV|f(p) <0, Vfc A}. (1.1)

1.1.3 Lines in Convex Sets

Our next task is to show that, when studying closed convex sets, one can
reduce the analysis to sets that do not contain any line.

Lemma 1.11. Let A be convex and p € A. Then there is a unique mazimal
affine subspace Z with p € Z C A.
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Proof. It Z1,Z5 are two affine spaces passing through p, then the convex
envelope of Z; U Z5 coincides with the affine space Z; + Z5 — p generated by
Z1 U Zy. The statement follows.

We denote by A, this maximal affine space.

Proposition 1.12. 1. If A is a closed convex set and p,q € A, then A, =
Ay, + (¢ —p).

2. If a line £ intersects the closed convex set A in a nonempty bounded
interval, then any line parallel to £ intersects A in a bounded interval.

3. Let A be a closed convex set and p € A. Let AZJ; be the affine subspace
passing through p and orthogonal to the affine subspace A,. We can identify
V with A, x Ay, Then A= A, x (AN Ay).

Proof. 1. By exchanging the roles of the two points, it is enough to show that
Ay, + (¢ —p) C Ay, and we may assume that p = 0. Thus we need to show
that ¢ + Ag C A. If a € Ag, we have

=1 =1 1- A
g+a tlglt(q—l—a) tl%llltq-i-( t) a€ A,

1-1¢

since if ¢ # 1 we have ﬁa € Ap C A and A is convex and closed.

2. Assume LN A = [a,b] and let p € A. Let ¢ be the line through p
parallel to £. Then £ and ¢’ can be respectively parametrized by b+ h(a — b)
and p + h(a —b), h € R. If /' N A were unbounded, we would have either
p+h(a—0b) e AVh e RT or p—h(a—0b) € A,Vh € RT. Let us assume that
we are in the first case:

. h
b+h(a—b)_1t1g1tb+(1—t)(l

_t(a—b)—i—p) €N A, VheR*.

Thus if AN¢ contained a half-line in ¢’ originating from p, then £ N A would
be unbounded.
3. Follows easily from 1.

In other words, there is a maximal vector space W, called the lineal of A, such
that A is closed under translations by elements of W and for every p € A, we
have A, = p+ W. We will need also the following:

Proposition 1.13. 1. Let A be a closed convex set. If the relative boundary
of A is convex (or empty), then either A coincides with its affine envelope or
it is a half-space in its affine envelope.

2. Let A be a closed convex set containing a half-space B determined by
a hyperplane H. Then either A =V or A is a half-space containing B with
boundary a hyperplane parallel to H.

Proof. 1. After applying a translation, we can assume that the affine envelope
of A is a linear subspace. Also, by replacing V' with the affine envelope of A,
we can assume that V' is the affine envelope of A.



8 1 Polytopes

Notice that if a line £ meets /01, then £ N A is either £ or a half-line in /.
Indeed, if f{N A = (@ql,qg) is a bounded interval, then ¢1,gs € 0A, and since
0A is convex, £ N A = (q1,q2) C DA, a contradiction. The same argument
shows that if ¢ meets A, then £NAA = 0 if and only if £ C A.

If A =V there is nothing to prove, so assume A # V. By Remark 1.7 the
relative boundary 0A is not empty.

Since 9A is convex and closed, we can apply Theorem 1.8, and given a
point p € A, we have the point ¢ € 0A of minimal distance from p, the
associated hyperplane H,(0(A)), and an equation (¢ | z) = a for H,(0A) with
(¢|p) =b<aand (¢|z) > a for x € OA.

Consider the hyperplane K parallel to H,(0A) and passing through p. Its
equation is (¢ |z) = b, and since (¢ |z) > a > b on A we have K N 0A = 0.
We deduce from the previous discussion that each line £ C K passing through
p lies entirely in A. It follows that K C A, so that A, = K. Hence by
Proposition 1.12, statement 3, we have that A = K x I, where I = AN K+
and K+ is the line through p perpendicular to K. The above observations
imply that I is a half-line, and in fact, A = {z | (¢ |z) < a}.

2. By Proposition 1.12 we have that A is the product of H and a closed
convex set in a line containing a half-line. Clearly, such a set is either a half-
line or the whole line. In the first case, A is a half-space, while in the second
A =V. The claim follows easily.

1.1.4 Faces

Definition 1.14. Given a convex set A we say that:

1. A subset U of A is a face of A if U is convex and given a,b € A such
that (a,b) NU # 0, we have [a,b] C U.

2. A point p € A is called an eztremal point or also a verter' if {p} is a
face.

3. A half-line ¢ that is a face is called an extremal ray.

4. The relative interior of a face is called an open face.

Proposition 1.15. Let U be a face of a convex set A and (U) the affine space
that U generates. Then U = AN(U). In particular, U is closed in A.

Proof. We can immediately reduce to the case A C (U). By hypothesis U
contains an open simplex A, thus any point of A is in a segment contained in
A which contains in its interior a point in A. The claim follows.

Lemma 1.16. Let A be a closed convex set, p ¢ A. Let H = H,(A) be the
hyperplane defined in Definition 1.9. Then:

1. HN A is a face of A.

2. IfA¢ H, then HN A C 0A.

Vertex is used mostly for polytopes; see Section 1.2.
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Proof. 1. Let a,b € A be such that (a,b) N HN A # (. By construction A
lies entirely in one of the half-spaces determined by H, so [a,b] lies in this
half-space. If an interior point of [a, ] lies in H we must have that the entire
segment is in H, hence in H N A.

2. Let W be the affine envelope of A. By hypothesis, HNW is a hyperplane
in W. A point ¢ of the relative interior of A has an open neighborhood
contained in A, and thus ¢ cannot lie in H, for otherwise, this neighborhood
would intersect the two open half-spaces determined by H in W, contradicting
the fact that A lies on one side of H.

Proposition 1.17. Let Fy, F5 be two faces of a closed convex set. Assume
that we have a point p € Fy that is also in the relative interior of Fy. Then
Fy C Fs.

Proof. If F| = {p}, there is nothing to prove. Let ¢ € F, q # p, and consider
the line ¢ joining p and ¢. By the convexity of Fj, the intersection Fy N ¢ is
also convex. Since p lies in the interior of Fj, the intersection of ¢ with F}
contains a segment [a, ¢] with p € (a, q). Since F is a face we have [a, ¢] C F3,
so that q € Fs.

Remark 1.18. In particular, if a face F' intersects the interior of A, then F = A.
Thus all the proper faces of A are contained in the boundary 0A.

Proposition 1.19. Let A be a closed convex set that is not an affine space
or a half-space in its affine envelope. Then A is the convex envelope of its
relative boundary OA which is the union of its proper faces.

Proof. By Proposition 1.13, we know that 0 A is not convex. Then we can take
two points a,b € JA such that [a,b] ¢ OA. By the first part of Proposition
1.6, it follows easily that (a,b) = €N A and [a,b] = £ N A. Tt follows from
Proposition 1.12 that if we take any point p € A, the line through p parallel
to £ also meets A in a bounded segment [c,d]. It is clear that ¢,d € A, so
the first statement follows.

Next, given p € JA, we need to show that there is a face ' C 0A with
p € F. For this take an affine space passing through p and maximal with the
property that W N A C 0A. We claim that W N A is a face. In fact, it is
convex, and if [a,b] is a segment in A meeting W N A in a point ¢ € (a,b),
we claim that [a,b] C W. Otherwise, a,b ¢ W, and let W’ be the affine space
spanned by W and a. Then W is a hyperplane in W’ and a, b lie in the two
distinct half-spaces in which W' divides W'. By maximality there is a point
r € W/ N A, and we may assume that it is in the same half-space as a. By
Proposition 1.6 (i) the segment (r,b) is contained in A, but it also intersects
W, giving a contradiction.

The main result of this Section is the following:

Theorem 1.20. If a closed convex set A does not contain any line then A is
the convex envelope of its extremal points and extremal rays.
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Proof. By Proposition 1.19, A is the convex envelope of the union of its proper
faces unless it is a point or a half-line. Each of the proper faces is a convex set
containing no lines, so by induction on the dimension it is the convex envelope
of its extremal points and extremal rays. Clearly, an extremal point (resp.
extremal ray) of a face of A is also an extremal point (resp. extremal ray) of
A, and the theorem follows.

1.2 Polyhedra

In this Section we shall discuss some foundational facts about polytopes. For
a general treatment, the reader can consult the books of Ziegler [123] and
Griinbaum [58].

1.2.1 Convex Polyhedra

We give now the main definition:

Definition 1.21. We say that a convex set A is polyhedral or that it is a con-
vez polyhedron if there exist a finite number of homogeneous linear functions
¢; € V* and constants a; such that

A= {p|{(i|p) < ai}. (1.2)

Remark 1.22. Notice that formula (1.2) implies that A is convex. Moreover,
the intersection of any finite family of convex polyhedra is also a convex
polyhedron.

In general, by polyhedron one means a finite (or sometimes just locally
finite) union of convex polyhedral sets. At this point it is not clear that this
is compatible with the previous definition.

Take a set A defined by the inequalities (1.2), and let us assume for sim-
plicity that 0 € A. This means that all a; > 0. Under this assumption, with
the notation of Section 1.1.3 we have the following:

Proposition 1.23.
Ao ={p|{(¢:|p) =0, Vi}.

Proof. Clearly, the set defined by these linear equations is a vector space
contained in A. Conversely, if the line through 0 and p lies in A, it is clear
that we must have (¢; | p) =0, Vi.

We apply now Proposition 1.12 and easily verify that if A is polyhedral
and W is the linear space orthogonal to Ag, then A = Ay x (AN W), and
ANW is also polyhedral.

We can therefore restrict ourselves to the study of polyhedral convex sets
A= {p|{(¢i|p) < a;, 1 <i < n}suchthat 0 € A and Ay = {0}. Given a
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convex polyhedral set A := {p|(¢;|p) < a;}, i ={1,...,n} we define a map
from subsets S C {1,...,n} to subsets B C A given by

S+ Ag:={pe€ Al|{¢;|p) =a;,Vie S},
and a map in the opposite direction given by
B Tg :={i|{¢;|p) = a;,Vp € B}.

Lemma 1.24. (i) For any S C {1,...,n} the subset As is a face of A.
(ii) For any face F' of A we have F'= Ar, and F' = {p| T,y = Tr}.

Proof. (i) Let p,q € A be such that there is a point r € (p,q) N Ag. This
means that for all ¢ € S, we have (¢; | r) = a;. Since by definition {¢; | p) < a;,
(¢i | @) < a;, and ¢; is linear, we must have also (¢; | x) = a; for all = € [p, ¢]
and thus [p, ¢] C Ag.

(ii) Ifapoint p is such that Ty, = S, we claim that p lies in Ag. For this
we can restrict to the affine envelope of Ag, which is the space of equations
(¢i|r) =a; for i € S. A point p € A satisfies T, = S if and only if it lies in
the open set of this subspace defined by the inequalities (¢; | r) < a; for i ¢ S.
This proves the claim.

Conversely, let F' be a face of A. Consider a point p in the relative interior
of Frand let S := Typy = {i|1 <i <n, (¢;|p) = a;}. Since obviously p € Asg,
by Proposition 1.17 we have that F' C Ag. By definition, {¢; |p) < a;, Vi ¢ S.
So p lies in the relative interior of Ag, and again by Proposition 1.17, Ag C F.
From here it follows that F' = Ag and hence Ty, = Tr. The statement
follows.

Remark 1.25. (i) It is possible that Ag = ) for some S and also that Ag = Ap
when S # T.

(ii) The relative interiors of the faces decompose the convex polyhedron;
they are also called open faces.

(iii) The faces of a convex polyhedron form a partially ordered set.

Definition 1.26. Two polyhedra are said to be combinatorially equivalent if
there is an order-preserving bijection between their faces.

We can apply now Theorem 1.20 to a polyhedron containing no lines:

Theorem 1.27. Let A be a convex polyhedron containing no lines. Then A
18 the convex envelope of its finitely many extremal points and extremal half-
lines.

In particular, when A is compact it contains no half-lines, and so it is the
convez envelope of its finitely many extremal points.

Corollary 1.28. Let A be a convex polyhedron. Then A is the convex envelope
of finitely many points and half-lines.



12 1 Polytopes

Proof. Let p € A. Using Proposition 1.12, write A = A, x (ANW), where W
is the affine space through p orthogonal to A4,. Clearly, (by Remarks 1.22),
ANW is polyhedral and contains no lines, so by Theorem 1.27 it is the convex
envelope of finitely many points and half-lines. On the other hand, an affine
space is clearly the convex envelope of finitely many half-lines, and everything
follows.

Remark 1.29. In what follows, a compact convex polyhedron will often be
called a convex polytope.

Remark 1.30. It will be important in the arithmetic theory to discuss rational
convez polytopes in R®. By this we mean a polytope defined by the inequalities
(1.2), in which we assume that all the ¢;, a; have integer coeflicients.

It is then clear that for a rational polytope, the extremal points and half-
lines are also rational.

We need now a converse to the above result.

Theorem 1.31. Assume that A is the convex envelope of finitely many points
P1,- .-, Pk and half-lines 01, ..., ¢y. Then A is a polyhedron.

Proof. As usual, we can assume that V is the affine envelope of A. We can
parametrize each ¢; := {a; + tb;, t > 0}, with a;,b; € V.

Consider the vector space V = V* @R of all (inhomogeneous) polynomials
of degree < 1. In V consider the set

A= {feV|f(4) <0}

and recall that by Corollary 1.10, A= {p € V| f(p) <0, Vf € A}.

Each element in V is of the form ¢ —a, with ¢ € V* a € R. Then Ais
defined by the inequalities (¢ |p;) —a < 0 and (¢]a;) + t{¢|b;) —a < 0, for
all ¢ > 0. These last inequalities are equivalent to saying that (¢|a;) —a <0
and (¢ ]b;) <0.

Thus A is a polyhedron in the space V, and obviously 0 € A. We claim
that it contains no lines (or equivalently no line through 0). In fact, a line in
A through 0 is made of linear functions vanishing on A, and therefore, since
V is the affine envelope of A, on V.

We can thus apply Theorem 1.27 to A and deduce that A is the convex
envelope of its finitely many extremal points and extremal half-lines. Reason-
ing as above, we get that each extremal point gives an inequality and each
half-line gives two inequalities, and these inequalities define A.

These two characterizations of convex polyhedra are essentially due to Motzkin
[82].
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1.2.2 Simplicial Complexes

The simplest type of convex polytope is a k-dimensional simplez, that is the
convex envelope of k 4+ 1 points pg, ..., pr spanning a k-dimensional affine
space. In topology and combinatorics it is often important to build spaces, in
particular polytopes, using simplices.

Definition 1.32. A finite simplicial complex in R® is a finite collection of
distinct simplices A; C R® with the property that if ¢ # j, we have that
A; N A;j is a face of A; and of A; (possibly empty).

We also say that the simplices A; give a triangulation of their union K = U; A;.
A simple but important fact is contained in the following lemma

Lemma 1.33. A convex polytope admits a triangulation.

Proof. Choose, for every nonempty face F' of K, a point pr in the relative
interior of F. For two faces F,G we say that FF < G if F # G and F C G.
If we have a sequence of faces F} < Fy < --- < F}, then by Lemma 1.24,
pr, does not lie in the affine space generated by F;_;, and hence the points
DFy,PFys - - -, PF, generate a simplex. The fact that these simplices define a
triangulation follows by induction using the following remark.

Given a convex polytope P and a triangulation of its boundary, then a
triangulation of P can be constructed by choosing a point p in the interior
of P and taking for each simplex X' in 0P the simplex that is the convex
envelope of X' and p. We leave to the reader to verify that in this way we
obtain a triangulation. By this remark the claim follows.

Remark 1.34. The assumption that K is convex is not necessary for triangu-
lation. In fact, one can prove that the union and the intersection of subspaces
of R® that can be triangulated, can also be triangulated.

1.2.3 Polyhedral Cones

Let us recall that a cone is a set stable under multiplication by the elements
of RT.

Let A be a closed convex cone. If p € A, p # 0, we have that the half-line
{tp| t € RT} is also in A, and thus {p} cannot be a face. That is, the only
extremal point of A is possibly 0. Now 0 is an extremal point if and only if A
contains no lines. Indeed, if 0 is not a face, it is in the interior of a segment
contained in A, and since A is a cone, the entire line in which this segment
lies is contained in A. We deduce the following result

Proposition 1.35. If A is a closed convex cone containing no lines and
A # {0}, then A is the convex envelope of its extremal half-lines all of which
originate from 0.

Consider a list X := (ay, ..., an) of nonzero vectors in V.
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Definition 1.36. The convex cone spanned by X is:

C(X) = { 3 taal0 < ta, va}. (1.3)

acX

Namely, C'(X) is the cone of linear combinations of vectors in X with positive
coefficients.

By Theorem 1.31 we deduce that C'(X) is a convex polyhedral cone. If we
assume that 0 is not in the convex hull of the vectors in X, then by Theorem
1.8 we have that there is a linear function ¢ with (¢|v) > 0, Vv € X, and so
also for all v € C(X), v # 0. Thus C(X) does not contain lines; its points
different from 0 are contained entirely in some open half-space. Thus C'(X)
is a pointed cone with vertex at the origin.

Define the dual cone C(X) :={¢p € V*|(¢|a) >0, Va € X}.

Proposition 1.37. (1) C(X) is a convex polyhedral cone.
(2) C(X) is a pointed cone if and only if X spans V.

(3) C(X) = C(X).

Proof. The fact that C'(X) is a polyhedral cone is clear by definition.

The cone C'(X) contains a line if and only if there is a nonzero ¢ € V*
with both ¢ and —¢ lying in C'(X ). But this holds if and only if ¢ vanishes
on C(X), that is, C'(X) lies in the hyperplane of equation {¢|v) = 0.

Finally, C(X) D C(X). To see the converse, notice that if p ¢ C'(X), then
by Theorem 1.8 there exist a ¢ € V* and a constant a such that (¢| p)a, while
(p|v) < a for v e C(X). Since 0 € C(X), we deduce 0 < a. If v € C(X),
then also tv € C'(X) for all ¢ > 0, so that (¢|v) <0 for v € C(X), and hence
—¢ € C(X). We have (—¢|p) < —a < 0, so that p ¢ C(X). This implies

C(X) c C(X), thus completing the proof.

Remark 1.38. The previous duality tells us in particular that a cone C(X)
defined as the positive linear combinations of finitely many vectors can also
be described as the set defined by finitely many linear inequalities.

It may be useful to decompose cones in the same way in which we have
triangulated polytopes.

Definition 1.39. A cone C(X) is simplicial if it is of the form C(aq, ..., ax)
with the elements a; linearly independent.

The analogue for cones of triangulations are decompositions into simplicial
cones, that is, a presentation of a cone as union of finitely many simplicial
cones each two of which meet in a common face.

Lemma 1.40. A polyhedral cone admits a decomposition into simplicial cones.
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Proof. One can first decompose the cone into pointed cones, for instance by
intersecting the cone with all the quadrants into which the space is subdivided.
We thus reduce to this case.

Recall as first step that if the cone C'(X) is pointed, we can choose a linear
function ¢ € V* with (¢|v) > 0,Vv € C(X), v #0. Let H :={v|(¢|v) =1}
be a corresponding hyperplane. The intersection K := C(X) N H is a convex
polytope, the envelope of the points z/(p|z), = € X. We see immediately
that C(X) is obtained from K by projection from the origin, that is, every
element a € C(X),a # 0 is uniquely of the form tb, for some t € R, b € K.
In fact, t = (¢ a), b=a/{¢|a).

We can thus apply Lemma 1.33 directly to K. A triangulation of K
induces, by a projection, a decomposition of C'(X) into simplicial cones.

In the sequel we will need to study cones generated by integral vectors, also
called rational polyhedral cones. 1t is clear from the previous discussion and the
proof of Lemma 1.33 that we can also take the simplicial cones decomposing
C(X) to be generated by integral vectors, i.e., rational simplicial cones.

It is useful to extend the notion of cone so that its vertex need not be at
0.

Definition 1.41. We say that a set A is a cone with respect to a point p € A
and that p is a vertez if given any point a € A, the half-line starting from p
and passing through a lies entirely in A.

A set A may be a cone with respect to several vertices. We say that it is a
pointed cone with vertex p if p is the only vertex of A.

Proposition 1.42. 1. If A is a convex cone, the set of points p for which A
is a cone with vertez p is an affine space V(A).

2. If V(A) is nonempty, we can decompose the ambient space as a product
V(A) x W of affine spaces such that A =V (A) x C with C a convex pointed
cone in W.

Proof. 1. If p,q are two distinct vertices, by applying the definition we see
that the entire line passing through p, ¢ lies in A. The fact that each point of
this line £ is also vertex follows easily by convexity. In fact, take a point p € A
and p ¢ ¢, and let 7 be the plane generated by ¢ and p. The intersection mN A
is convex, and we may apply Proposition 1.13 to it to deduce that every point
of £ is a vertex of A.

2. Choose g € V(A) and W orthogonal to V(A) and passing through gq.
Identify V' with V' (A) x W, so by convexity, applying Proposition 1.12 we have
A=V(A)xC, where C := AN(px W). One easily verifies that C is a convex
cone with unique vertex q.

1.2.4 A Dual Picture

Given a convex compact polyhedron IT we have a dual picture of its faces
in the dual space. For this we leave to the reader to verify the following
statement
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Proposition 1.43. 1. Given a linear form f € V*, the set of points in which
f takes its mazimum on II is a face.

2. Fvery face of I is obtained as the maxima of a linear function.

3. The set of linear functions that take their mazimum on a given face
form a polyhedral cone.

Therefore, a compact convex polyhedron determines a decomposition of the
dual space into polyhedral cones. The mapping between faces and correspond-
ing polyhedral cones reverses inclusion, so that the vertices of the polyhedron
correspond to the cones of maximum dimension.

1.3 Variable Polytopes

1.3.1 Two Families of Polytopes

We assume from now on that V' is a vector space over the real numbers, that
X spans V, and that 0 is not in the convex hull of the elements of X. This is
equivalent, by Theorem 1.8, to saying that there is a linear function ¢ € V*
with (¢| a) >0, Va € X.

Choose a basis and identify V' with R®. The usual Euclidean structure of
R? induces on R?® and all its linear subspaces canonical translation invariant
Lebesgue measures, which we shall use without further ado. Think of the
vectors a; € X as the columns of a real matrix A. As in linear programming,
from the system of linear equations

m
E a;x; =b, or Axr=Db,
i=1

we deduce two families of variable convex (bounded) polytopes:
IIx(b) :={z| Ax = b,z; > 0, Vi},
Iy (b) :={x| Az = b,1 > 2; > 0, Vi}.

The hypothesis made (that 0 is not in the convex hull of elements of X) is
necessary only to ensure that the polytopes ITx (b) are all bounded. In fact, if
> Tia; = b, we have Y. x;(¢| a;) = (¢ b), so that ITx (b) lies in the bounded
region 0 < z; < (¢| b)(¢| a;) . No restriction is necessary if we restrict our
study to the polytopes IT%(b).

It may be convenient to translate these polytopes so that they appear as
variable polytopes in a fixed space. For this, assuming that the vectors a;
span V, we can find a right inverse to A or a linear map U : V. — R™ with
AUb = b, Vb. Then the translated polytopes IIx (b) — U(b) vary in the kernel
of A (similarly for IT (b) — U(b)).

Definition 1.44. We denote by Vx (b), V4 (b) the volumes of ITx(b), IT%(b)
respectively.
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Suppose, furthermore, that the vectors a; and b lie in Z*.

Definition 1.45. The partition function on Z°, is given by

Tx(b) := #{(nl,...,nm)| Zniai:b, n; EN}. (1.4)

It may be interesting to study also the function

Qx(b) := #{(nl,...,nm)| 3 niai = b, n; € [0, 1]}. (1.5)

The functions Tx (b), Qx (b) count the number of integer points in the poly-
topes ITx (b), IT%(b).
Alternatively, Tx (b) counts the number of ways in which we can decompose
b=tyia1+---+tna, with t; nonnegative integers. From this comes the name
partition function.

Exercise. Every convex polytope can be presented in the form ITx (b) for
suitable X, b.

1.3.2 Faces

Clearly, the polytope ITx (b) is empty unless b lies in the cone C'(X) defined
by formula (1.3). We need some simple geometric properties of this cone.

Lemma 1.46. A point b is in the interior of C(X) if and only if it can be
written in the form b = E:il tia;, where t; > 0 for all i.

Proof. Assume first that b = Y_." | t;a;, t; > € > 0, Vi. If (say) ay,...,as is
a basis of V| then b — ijl sja; € C(X) whenever all the |s;| are less than
€. This proves that b is in the interior of C(X). Conversely, let b be in the
interior and choose an expression b = 2111 t;a; for which the number of ¢
with ¢; > 0 is maximal. We claim that in fact, all the ¢; are strictly greater
than 0. If not, then for some i, for instance ¢ = 1, we have ¢t; = 0. Since
b is in the interior of C'(X), we must have that for some € > 0, we have
b—ea; € C(X); hence we can write b —ea; = Y .-, tha;, t; > 0, and we have
b= L[(e+t))ar + X" o(t; + t;)a;]. This expression has a larger number of
positive coefficients, contradicting the maximality.

From this lemma we want to derive the following result

Proposition 1.47. If © is in the interior of C(X), the polytope IIx(x) has
dimension m — s; hence its volume is strictly positive.

Proof. In fact, assume that aq,...,as is a basis, so that we have that
aj = >0 cja;,Vj > s. Write = >0 ¢;a;,. From this expression we
obtain

m
Hx(ﬁ):{(tl,...7tm)|ti20, andti:ci— Z tjcji7 izl,...,s}.
Jj=s+1
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In other words, we represent the polytope in the (m — s)-dimensional space
of coordinates t;, i =s+1,...,m, as

HX(I): {(ts+17"'7tm)|ti 203 Ci — Z t]C]'LZOa i:17"'75}'

Jj=s+1
If z lies in the interior of C'(X), we can choose a point (tsy1,...,tm) € Ix(x)
at which all the functions t;,7 = 1, ..., m, are strictly larger than 0. By Lemma

1.24, this point is the interior of ITx (z), which therefore is of dimension m — s.

By definition, ITx (b) is defined in the space of solutions of the linear system
At = b by the family of linear inequalities ¢; > 0. We apply Lemma 1.24
in order to describe its faces. Given a subset S C X, we define the face
o) == {(t1,...,tm) € IIx(b) |t; = 0, Ya; € S}. On the other hand, if we
start with a face F, we can take the subset Sp = {a; € X |t; =0 on F'}. We
obtain clearly that IT5 (b) = IIx\s(b) and have the following

Proposition 1.48. 1. I15(b) # 0 if and only if b€ C(X \ 9).
2. A coordinate t; vanishes on II5 (b) = IIx\s(b) if and only if we have

—a; ¢ C((X \ S) \ {ai}’ —b).

Proof. The first part is clear, so let us prove the second.

We have that ¢; does not vanish on ITx\g(b) if and only if a; € X \ S
and there is an expression ZaheX\S tpap, = b with t, > 0, t; > 0. This is
equivalent to saying that —a; € C((X \ S) \ {a;}, —b).

1.3.3 Cells and Strongly Regular Points

Given any basis b = (b,...,bs) of R®, denote by C(b) the positive quadrant
spanned by b. This induces a partition of R® into 2° 4+ 1 parts, the comple-
ment of C(b) and the 2° convex parts of the cone C(b) given by the points
Zi t;b;, t; > 0, where the t; vanish only on a prescribed subset of the s indices.

Theorem 1.49 (Carathéodory’s theorem). The cone C(X) is the union
of the quadrants C(b) as b varies among the bases extracted from X.

Proof. We proceed by induction on the cardinality of X. If X is a basis
there is nothing to prove. Otherwise, we can write X = (Y, z), where Y still
generates V. Take now an element u = > .\ t,y +tz € C(X), ty,t > 0.
By induction, we can rewrite u = ) ., t,a + tz, where b is a basis and all
t, > 0. We are thus reduced to the case X = {vg,...,vs}, spanning V, and
w =7 _otiv;, t; > 0. Let >.7_,a;v; = 0 be a linear relation. We may
assume that a; > 0,Vi < k for some k > 0 and «; < 0,Vi > k. Let us consider
this minimum value of the ¢;/c;, i < k. We may assume that the minimum
is taken for i = 0. Substituting vy with — "7 a;/ag'v; we see that u is
expressed as combination of v, ..., v, with nonnegative coefficients.
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Definition 1.50. (i) Let b € C(X). A basis a;,,...,a;, extracted from X
with respect to which b has positive coordinates will be called b-positive.

(ii) A point p € C(X) is said to be strongly regular if there is no sublist
Y C X lying in a proper vector subspace, such that p € C(Y).

(iii) A point in C(X) which is not strongly regular will be called strongly
singular.

(iv) A connected component of the set C*8(X) of strongly regular points will
be called a big cell.

Remark 1.51. The notion of strongly regular should be compared with that
of regular for hyperplane arrangements; cf. Section 2.1.2. In this case the
arrangement is formed by all the hyperplanes of V' that are generated by
subsets of X and a regular point is one which does not lie in any of these
hyperplanes.

Ezxample 1.52. Let us show in cross section the cone and the big cells for the
positive roots of As.

(=)}

1 3

Fig. 1.1. The big cells for type As in cross section

As one sees the big cell with vertices 1, 3,6 contains points which lie on a
plane of the arrangement, so they are not regular.

With the notion of stongly singular points we obtain a stratification of C'(X)
in which the big cells are open strata. By construction, if {2 is a big cell,
its boundary 9({2) is contained in the set of singular points, and unless the
closure §2 equals C'(X) (this happens only when X is linearly independent),
we have that 9(£2) disconnects C(X).

Let us denote by C*"8(X) the set of singular points. It is the union of
finitely many cones C'(c), where ¢ C X is a basis of a hyperplane. In particular,
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C™"8(X) is an (s — 1)-dimensional polyhedron. Inside the singular points we
have those points that are either on the boundary of one of the cones C(c)
or in the intersection of two of these cones lying in different hyperplanes.
In the previous example we have six points of the first type and one of the
second. This set we denote by C5"8(X), and it is even of dimension s — 2;
its complement in C*"8(X) is formed by points ¢ that are in the interior of
some (s —1)-dimensional cones C/(c;) generated by bases of a fixed hyperplane
K and in no other cone. They have the property that there is a ball B(e)
of some radius € centered at ¢ and a hyperplane K (the one defined above)
passing through ¢ such that B(e) N K = B(e) N C*™&(X). Let us denote by
Csing(X)O = Csing(X) \CSing(X).

Proposition 1.53. Let p be a strongly reqular point. The big cell containing
p is the intersection of the interiors of all the quadrants C(b) containing p in
their interior.

Proof. Let {2 denote the big cell to which p belongs. Take a basis b C X.
Clearly, the boundary of C(b) disconnects the space. Thus if 2N C(b) # 0,
we must have that £2 ¢ C(b), where C(b) denotes the interior of C(b). Since
C(X) is the union of the cones C'(b) as b C X runs over all the bases, we must
have at least one basis b with 2 C C(b).

Let now {2 := ﬁpeé(b)é’(b). We have seen that 2 C 2’ and need to see
that they are equal. Otherwise, since 2’ is convex and thus connected, the
boundary of {2 must intersect {2’ in a nonempty set. We claim that this must
contain a point ¢ € C"8(X)°. In fact, since {2 is a connected component
of the set of regular points and (2’ is open, we must have that the boundary
of £2 disconnects (2’; hence it cannot be contained in the (s — 2)-dimensional
space C°"8(X). Take now the cone C(c) generated by a basis of a hyperplane
K and a ball B(e) centered at g as before. We must have that 2 N B(e)
contains one of the two half-balls, while we also must have B(e) C 2 and
hence B(e) C C(X). Therefore, there must be points in X contained in both
the open half-spaces into which K divides the space V. Therefore, choose
a point v in the same half-space in which {2 meets B(e). We have that the
interior of the cone generated by the basis ¢, v is contained in this half-space,
and by our initial remarks, that {2 is contained in this interior. Thus (2’ is
also contained in this interior, and we have a contradiction.

Definition 1.54. Given a lattice A C V and a finite set X C A generating
V, the cut locus is the union of all hyperplanes that are translations, under
elements of A, of the linear hyperplanes spanned by subsets of X.

We want to point out a simple relation between the notion of singular points
and that of cut locus.

Proposition 1.55. The cut locus is the union of all the translates, under A,
of the strongly singular points in C(X).
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Proof. Clearly this union is contained in the cut locus. Conversely, given a
vector v in the cut locus, let us write v = A+ > .y x40, A € A, where V'
is a sublist of X contained in a hyperplane. Clearly, there is integer linear
combinations y = ) .y ngea, such that n, +x, > 0 for each a € Y. So
V=X—p+ D ey (Ma +2a)a, and Yy (g + 24)a is strongly singular.

We have thus that the complement of the cut locus is the set of regular
points for the periodic arrangement generated, under translation by A, by the
arrangement H% of hyperplanes generated by subsets of X.

1.3.4 Vertices of ITx (b).

Let us understand the vertices of ITx (b) using the concepts developed in the
previous sections in the case in which b is a strongly regular point. Such a
vertex must be of the form ITy (b) for some sublist Y with X \' Y = Sy =
{a; € X |t; =0 on b}. We have (recall Definition 1.50) the following theorem

Theorem 1.56. Let b € C(X) be a strongly regular point. Then

(i) The vertices of ITx (b) are of the form IIy (b) with Y a b-positive basis.
(ii) The faces of IIx(b) are of the form IIz(b) as Z runs over the subsets of
X containing a b-positive basis. Such a face has dimension |Z| — s and
its vertices correspond to the positive bases in Z.
(iii) Around each vertex the polytope is simplicial. This means that near the
vertex the polytope coincides with a quadrant.

Proof. From Proposition 1.48 we know that the faces of ITx (b) are of the form
ITy (b), where Y C X and b € C(Y). Since b is strongly regular for X it is
also strongly regular for Y, and thus for any Y for which b € C(Y') we have
from Proposition 1.47 that [Ty (b) has dimension |Y|— s, and thus (1) and (2)
follow immediately.

It remains to prove (3). Let Y be the b-positive basis such that our ver-

tex is ¢ := IIy(b). For simplicity assume that Y = (aq,...,as) and write
b = Zle tia;, t; > 0. Since Y is a basis, there exist linear functions
Ti(Ust1,---,Um), & = 1,...,s, such that EZ’;SH w;a; = Y., x;a;. There-
fore, the linear system > . wa; = b = >.._, t;a; can be transformed as
Soi (i + @i(ueg1,s .o um))a; = Y i, tia;; hence the affine space of so-
lutions of >, w;a; = b is parametrized by (usy1,...,uy), where we set
u; = t; — xi(Usy1,...,Um) for each i+ = 1,...,s. In this parametrization
the polytope ITx(b) can be identified with the polytope of (m — s)-tuples
Ust1y---,Um Withu; >0for j=s4+1,...,mandt; > x; fori=1,...,s.
At our vertex ¢, the coordinates u; vanish for j = s+ 1,...,m, and thus
we also get ©; = 0 at ¢ for each ¢ = 1,...,s. Therefore for small enough
u; > 0,7 =s+1,...,m the conditions ¢; > x; are automatically satisfied. It

follows that in a neighborhood of g our polytope coincides with the quadrant
u; >0, 1 =s4+1,--- ,m.
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The condition that a set Z corresponds to a face of ITx (b) is clearly indepen-
dent of b as long as b varies in a big cell. According to Definition 1.26 we have
the following corollary:

Corollary 1.57. The polytopes ITx (b), as b varies in a big cell, are all com-
binatorially equivalent.

When we pass from a big cell {2 to another, the set of bases Y that are positive
on the cell, i.e., for which C(Y) D (2, clearly changes. Nevertheless, it is still
possible that combinatorially the corresponding polytopes are equivalent. For
instance, in the example of By or the ZP element. We have 3 cells on two of
which the polytope is a triangle while in the third it is a quadrangle. We can
generalize this example:

Example 1.58. Consider m distinct nonzero vectors ay, . . ., ¢, in R?, which we
order by the clockwise orientation of their arguments, that generate a pointed
cone. The cone they generate is then the quadrant defined by a; and a,,. A
strongly regular vector b in this quadrant appears uniquely in the given order,
between some ap and ap41; thus a basis {a;,a;} is b-positive if and only if
i < h, j > h+1. We have thus h(m — h) vertices in the corresponding m — 2
dimensional polytope. For m = 4 we have the previous case.

In this example one sees quite clearly how the combinatorics of the faces of the
polytope ITx (b) changes as b passes from the big cell generated by ap,apt1
to the next cell generated by ap41,an+2. Nevertheless, there is a symmetry
passing from A to m — h.

Ezxample 1.59.

110-1
X = ‘1 01 1 ’
(z+y)* (z+y)? _ o2
1 1 2
triangle penthagon
0 triangle %

Fig. 1.2. The area and the shape as b = (z,y) varies in the cone.
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1.3.5 Piecewise Polynomial Functions

In the theory of the multivariate spline, which we will discuss in the second
part, polyhedral cones are associated to piecewise polynomial functions such
as, for instance, the area that we described in example (1.59). We shall make
the following definition:

Definition 1.60. Given a polyhedron A, a family {4;};c; of polyhedra is
called a locally finite decomposition of A into polyhedra if

(i) A=Ujerds;
(ii) for every point p € A there is a neighborhood of p which meets only
finitely many A;’s;
(i) for any two indices ¢ # j, the intersection A; N A; is a face of both.

Given a function f on a polyhedron A, we shall say that f is piecewise poly-
nomial if A has a locally finite decomposition into polyhedra A; such that f
restricted to the (relative) interior of each A; coincides with a polynomial.

In numerical analysis (cf. [96]), sometimes the word spline is used as equivalent
to piecewise polynomial function with suitable smoothness conditions.

For example, given a positive integer m, assume that we have a function
that is locally a polynomial of degree < m.

Gluing together polynomials often involves allowing discontinuity of some
higher-order derivatives when one crosses a common face of codimension-one
of two polyhedra, which we call a wall. It is easily seen that in this way,
besides the functions that are globally polynomials, we may obtain functions
of class at most C™ 1.

In particular, one can consider piecewise linear functions. A way in which
these functions appear in the theory is the following.

Ezample 1.61. Take n polynomial functions of degree < 1, a;(x),i=1,...,n
on V, and set s(x) := maxa;(z) (or mina,;(x)). Then V decomposes in the
(possibly overlapping) pieces V; := {z € V|s(z) = a;(x)}. Of course, V;
is defined by the inequalities a;(z) — a;(xz) > 0, Vj # 4, and it is thus a
polyhedron. We have therefore decomposed V into polyhedra on each of
which s(x) coincides with one of the linear functions a;(x).

If the a; are also homogeneous, then s(x) is piecewise linear with respect to a
decomposition into cones Cj.
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Hyperplane Arrangements

This chapter is an introduction to the theory of hyperplane arrangements,
which appear in our treatment as the hyperplanes associated to the list of
linear equations given by a list X of vectors. We discuss several associated
notions, including matroids, Tutte polynomials, and zonotopes. Finally, we
expand the example of root systems and compute in this case all the Tutte
polynomials.

2.1 Arrangements

2.1.1 Hyperplane Arrangements

We shall use several types of arrangements. Let us start from the simplest
kind.

Definition 2.1. A linear arrangement H in an affine space U is a family of
affine hyperplanes.

An arrangement in an affine space U (over R or C) is locally finite if given
any point p € U, there is a neighborhood of p that meets only finitely many
elements of the arrangement.

In our setting, two types of arrangements appear. We start from a finite list of
vectors X in V = U* and numbers p := (u,), a € X. The hyperplanes H, :=
{u € Ul{a|u) + g = 0, a € X} define an affine hyperplane arrangement,
given by explicit linear equations. We shall denote this arrangement by Hx .
There is also another arrangement associated to X, this time in V, which we
occasionally use. When X spans V one can also consider the arrangement
H*% formed by all the hyperplanes of V' that are generated by subsets of X.

The second type of arrangement will be a periodic arrangement. Fix a
lattice A in U and a finite hyperplane arrangement H, with the property that
any hyperplane H € Hg has an equation of the form (v|z)—b =0 withv € U*

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 25
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such that (v|A) € Z, (b|A) € Z for A € A. We associate to Ho the periodic
arrangement H consisting of all the hyperplanes H + A\, H € Hg, A € A.

We leave it to the reader to verify that a periodic arrangement is locally
finite.

Any (nonempty) affine subspace obtained as the intersection of a set of
hyperplanes of the arrangement is called a space of the arrangement or also
a flat. In particular, the zero-dimensional subspaces of the arrangement are
called points of the arrangement and denoted by P(X, u).

We shall denote the set of spaces of the arrangement H by Z(#H). In
the case of an arrangement of the form Hx , for a finite list of vectors X in
V = U* and numbers p := {q, a € X}, we shall set Z(Hx ) = Z(X,p).

The set of spaces of an arrangement is a ranked poset.! We shall take as
definition of ranked poset the following.

Definition 2.2. A ranked poset P is a partially ordered set P with a mini-
mum element 0, such that given any element a € P, all the maximal chains
0< 1z <xy <--- <z =a have the same length k.

The number & is called the rank of the element a, denoted by o(a).

In the theory of hyperplane arrangements, it is usual to choose opposite inclu-
sion as the partial order. Thus the minimal element is the entire space. The
fact that the poset is ranked is an obvious consequence of the fact that a proper
nonempty intersection of a subspace A with a hyperplane H has dimension
dim(A N H) = dim(A) — 1. Thus, the rank function p(A) is the codimension
of the subspace A. This is the first combinatorial object associated to the
arrangement.

If all the hyperplanes of the arrangement have a nonempty intersection
A, then the arrangement is said to be central and A is its center. In this
case, one can, up to translations, assume 0 € A, so that all the spaces of the
arrangement are vector spaces. Then one can decompose V = A @ B using
some complement B to A and see that the spaces of the arrangement are all
of the form A @ C, where the spaces C' are the subspaces of an arrangement
in B with center 0.

A subspace K of the arrangement determines two induced arrangements.
The first is given by all the hyperplanes of the arrangement containing K.
This is an arrangement with center K.

To define the second arrangement, take the hyperplanes H of the arrange-
ment that do not contain K. They cut on K a hyperplane arrangement given
by the elements K N H. We denote this arrangement by H . Notice that if
H is finite, so is Hx, and if H is periodic with respect to the lattice A, then
Hi is periodic with respect to the lattice AN K.

Ezample 2.3. The arrangement Hx ..

1Poset = partially ordered set.
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Given a subspace W of the arrangement associated to a list of vectors X and
parameters u, we set

Xw :={a€eX|a+p, =0, on W}. (2.1)

When p € P(X,p) we set X, := Xy;,). Clearly, W is of codimension & if
and only if Xy spans a space of dimension k. Any basis of this space gives a
(minimal) set of equations for W.

In particular, to a basis b := (by,...,bs) extracted from X we associate
the unique point p, € U such that (b; |py) = —pp, foreach i =1,...,s.

The set P(X, p) consists of the points p, as b varies among the bases
extracted from X.

For generic p all these points are distinct (cf. Section 8.1.4), while for
p = 0 they all coincide with 0. In the other cases we may have various ways
in which the points pp will coincide, depending on the compatibility relations
among the parameters pu.

It is clear by definition that if we restrict to the subset Xp, the points of
this restricted arrangement reduce to p. Moreover, by a translation we can
center the arrangement at 0.

The arrangement Hx , depends strongly on the parameters p. We will
see how the combinatorics and the formulas change from the generic values
of u to the degenerate case in which all the u;’s equal 0.

2.1.2 Real Arrangements

In the case of a vector space over the reals, the complement of a hyperplane
is formed by two disjoint open half-spaces.

Let us fix a locally finite real arrangement H := {H,;};c; and set Ay to
be the complement of the union of all the hyperplanes in H. A point p € Ay
is called a regular point of the arrangement.

Definition 2.4. The connected components of the complement A of the
arrangement are called chambers.

More generally, we make the following definition

Definition 2.5. Let K be a space of the arrangement 7. A chamber of the
arrangement Hy cut by H on K, is called a face of H.

Let us fix an equation fg(x) = 0 for each hyperplane H of the arrangement
H. A point p is in Ay if and only if fy(p) # 0, V H € H. Define a (sign)
function s : U x H — {+1,—-1,0} by

0 if fulp)=0,

fa®)/|fa(p) € {+1,—1} otherwise.

These functions define an equivalence relation by setting

p=q < s(p,H)=s(¢q,H), VH € H.

s(p,H) := {
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Proposition 2.6. 1. Fach equivalence class is a convex set.
2. Ay is a union of equivalence classes that are its connected components.
3. The equivalence classes coincide with the faces of the arrangement.

Proof. 1. The first statement is clear.

2. A point p lies in Ay if and only if s(p, H) # 0, VH € H. If p,q lie
in two different equivalence classes in Ay, there must be an H such that
s(—, H) takes different signs on the two points. Hence p,q lie in opposite
open half-spaces with respect to H.

3. Given a point p, consider H, := {H € H| fu(p) = 0}. Then p is
a regular point of the arrangement induced on the subspace of equations
fu(z) =0 for H € H,. Thus by statement 2, we have the required equality.

Theorem 2.7. (1) If H is a finite arrangement, each of its faces is the relative
interior of a polyhedron.

(2) If H is finite and has center O each chamber is the interior of a pointed
polyhedral cone.

Assume that H is periodic with respect to a lattice A and there is a space
of the arrangement consisting of a point:

(3) The chambers of H are bounded polytopes.

(4) There are only finitely many distinct chambers up to translation by ele-
ments of A.

Proof. (1) We can reduce immediately to the case of regular points and cham-
bers. As we have seen, the component of a regular point p € Ay is given by
the inequalities f;(p) > 0 if s;(p) > 0, fi(p) < 0 if s;(p) < 0. Since I is finite
these define the interior of a polyhedron.

(2) Since our arrangement is centered at zero, it is clear that its chambers
are polyhedral cones. Now by assumption there are hyperplanes Hy, ..., H
in ‘H whose intersection is 0. Thus each chamber is contained in a quadrant
relative to these hyperplanes, and hence it is pointed.

(3) By our assumptions we must have s linearly independent hyperplanes
in the arrangement meeting in a point p such that for some h € N, hp € A.
Applying translations and choosing coordinates x;, we can assume that the
point is 0 and A is of finite index in Z*. The periodic arrangement generated
by the equations x; = 0 and by A has as chambers parallelepipeds that are
convex polytopes. It follows that the chambers of H are contained in these
parallelepipeds and hence are bounded. Each parallelepiped P intersects only
finitely many hyperplanes of the arrangement; hence we have only finitely
many chambers contained in P. Each of these chambers is defined by a finite
number of linear inequalities, and hence it is the interior of a polyhedron.

(4) From the proof of statement 3, we have that the chambers are ob-
tained by decomposing the parallelepipeds associated to the periodic arrange-
ment generated by a basis. These parallelepipeds form a unique orbit under
translation, so each chamber up to translation can be brought into a fixed
parallelepiped.
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Proposition 2.8. The closure of a face is a union of faces.

Proof. We claim that a point p is in the closure of a face F' if and only if, for
each of the linear functions f; we have

(i) If f; vanishes on F then it vanishes on p.
(ii) If f; is positive on F' we have f;(p) > 0.
(iii) If f; is negative on F we have f;(p) <O0.

In fact, if p is in the closure of a face F, it clearly satisfies these properties.
Conversely, take a point p that satisfies these properties and choose any point
q € F. We see immediately that the segment (p,q] lies entirely in F. This
implies our claim.

Remark 2.9. One easily sees that the notion of face for hyperplane arrange-
ments coincides, for the closure of a chamber, with that given for polytopes
or cones.

Also, given two chambers, the intersection of their closures is either empty,
or a common face.

2.1.3 Graph Arrangements

Given a finite set V' let us denote by (%) the set consisting of subsets of V/
with two elements.

Definition 2.10. A graph I" with labeled edges is a pair I" := (V,m) where
V' is a finite set called the set of vertices and m is a function m : (g) — N.
The subset L C (%) consisting of elements {u, v} € (%) for which m({u,v}) >
0 is called the set of edges. Given an edge a € L, m(a) is called the multiplicity
of a. We can realize such a combinatorial object geometrically as a topological
space |I'| by joining two vertices u,v that form an edge with a segment that
we denote by [u,v] labeled by the integer n := m([u,v]). We have thus a 1-
dimensional simplicial complex. One can realize it concretely as subset of the
|V |-dimensional vector space with basis the elements of V' by taking the union
of all the segments joining two basis elements which form an edge each with
its appropriate label. We then have the obvious notion of a path (sequence of
edges) connecting two vertices and of connected components.

When we want to stress the fact that the vertices V' are the vertices of the
graph I we denote them by Vp.

Definition 2.11. A cycle of a graph I' is a sequence of distinct vertices
V1,02, ..,Vk—1 such that, setting vy = vy, the sets {v;,v;41}, i =1,...,k—1
are all edges. A cycle is simple if no proper sublist is also a cycle.

A graph is called a tree if it is connected and has no cycles.
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Often, when taking a subset of the set of edges we will speak of the graph
they generate, meaning that the vertices are exactly all the vertices of the
given set of edges.

It is convenient to orient the graph I'. This means that each set in L is
represented by a chosen ordered pair (u,v). Once we do this, each a € L has
an initial vertex i(a) and a final vertex f(a).

From homology theory one has in this case a simple construction.

Consider the two free abelian groups C7, Cy with basis the edges and the
vertices and the boundary map § defined on an edge a by d(a) := f(a) —i(a).
Then the kernel and cokernel of ¢ are the homology groups Hy(|I'|), Ho(|I'|)
of the topological space |I'| associated to the graph.?

Denote by b1, by the two Betti numbers of the graph, that is, the dimension
of the two homology groups. One easily sees that by is the number of connected
components of I" and if p := |V, £ = |L| (the number of vertices and edges),
we have that p — ¢ = by — by is the Euler characteristic.?

Elementary topology shows that a graph is a tree if and only if by = 1,
b1 = 0, that is, the graph is connected and p = ¢ + 1. Moreover, it is easy to
interpret the number by as the number of independent cycles.

Consider the space Vi of functions on the set Vi of all vertices with the
restriction that on each connected component of |I'|, the sum equals 0.

If for each edge a we take the hyperplane H, of all functions taking the
same value on the two vertices of a, we get a hyperplane arrangement H in
V7, which we shall call a graph arrangement.

In order to get equations of the hyperplanes H, let us again orient I
Given a vertex v € Vp, let e, denote the characteristic function of the vertex
v. Consider the set of vectors Ap := {x, := efq) — €i(a)} C Vi as a € L.
Then z, is a linear equation of the hyperplane H,.

Notice that since the edges are labeled, once we fix a total ordering on L,
we can also associate to I" the list X consisting of the vectors =, a € L each
repeated m(a) times.

Lemma 2.12. The vectors x, span V.

Proof. Clearly, the spaces spanned by vectors in different connected compo-
nents form a direct sum, so it suffices to prove the formula when I' is con-
nected. These vectors span a space U contained in the subspace generated
by the vectors e, where the sum of the coordinates is 0. We claim that U
coincides with this subspace; in fact, choose a vector e, and add it to U then
by connectedness, each e, is in U + Re,, whence the claim.

Proposition 2.13. If I" is connected, v — 1 edges a; are such that the vectors
Zq; form a basis of V5 if and only if these edges span a mazimal tree.

20f course, this is a trivial example of a chain complex.
30ur use of homology is extremely limited, and our statements can be easily
justified.
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Proof. Edges in a cycle add to zero, thus are linearly dependent, so the graph
generated by a basis cannot contain cycles. Let I be the graph generated by
the edges a;. By construction, I'” has £ = v —1 edges and no cycles. Suppose
that it has k connected components and v’ vertices. We thus have that I is
the union of k trees and v/ = ¢ +k =v — 1+ k. Since v' < v and k > 1, this
implies v/ = v,k = 1.

Conversely, a tree contained in I" has at most v vertices and hence at most
v — 1 edges. In any case, these edges are linearly independent and thus can
be completed to a basis, so if the tree is maximal, it is associated to a basis.

We deduce the following

Proposition 2.14. A sublist of the list X is linearly dependent if and only
if either the corresponding edges contain a cycle or the list contains the same
vector twice (we may think to this as the case in which we have a cycle con-
sisting of two copies of the same edge).

A minimal dependent list thus coincides with a cycle and it is called a circuit.*

2.1.4 Graphs Are Unimodular

The previous proposition has a simple but important consequence. In order
to explain it, let us observe that the vectors z, for a € L span a lattice A in
Vi

The property to which we are referring, that of being unimodular, can in
fact be defined, in the case of a list of vectors X in a lattice A of covolume 1
in a vector space V with a fixed Lebesgue measure, by either of the following
equivalent conditions.

Proposition 2.15. Given a list of vectors X in A, the following are equiva-
lent:

1. Any sublist Y of X spans a direct summand in A.

2. Any basis b of V extracted from X has | det(b)] = 1.

The proof is left to the reader.

Corollary 2.16. A graph arrangement is unimodular.

Proof. We can reduce to the case that I' is connected. Thus a basis corre-
sponds to a maximal tree; clearly it is enough to see that each such basis b is
also a basis of the lattice A. To see this choose an edge a not in b, complete a
to a circuit a = ag,a1,...,a with a; € b, Vi > 1. Since we have a cycle the
sum of these elements with coefficients +1 is 0. This implies that a lies in the
lattice spanned by b, which is then equal to A giving the claim.

4In matroid theory a circuit is a minimal dependent set, the axioms of matroids
can also be formulated in term of circuits.
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There is a dual form in which unimodular lists are associated to graphs. Take
the spaces C1(I") with basis the edges of the graph, which we assume oriented,
and Co(I") with basis the vertices of the graph. We have the boundary map
from C1(I") to Cy(I"), mapping an edge e with vertices a,b to d(e) = a —b (if
a is the initial vertex and b the final). The kernel of this map is called the
homology H1(I"). We have a surjective dual map Cy(I")* — Hy(I")*, so the
edges induce a list of vectors in Hy(I")*. This list is unimodular in the lattice
they span. In fact, a deep Theorem of Seymour implies that any unimodular
list of vectors in a lattice is constructed through a simple rule from the the
two lists associated to a graph in one of the two previous ways, and from a
unique exceptional list denoted by Ryo [100].

If the given orientation of our graph is such that the vectors x, span an
acute cone, i.e., they are all on the same side of a hyperplane which does
not contain any of them, we will say that the graph with its orientation is a
network. Let us explain how to obtain networks.

Proposition 2.17. 1. Fix a total order on the set of vertices and orient the
edges according to the given order. Then the corresponding oriented graph
is a network.

2. An oriented graph is a network if and only if it does not contain oriented
cycles.

3. In every network we can totally order the vertices in a way compatible with
the orientation of the edges.

Proof. 1. Suppose we have a total order on the vertices. Consider any linear
form « such that (a|e,) > (a]|ey) if v > u. It is the clear that (a|z,) > 0
for each edge a € L.

Let us now prove 2 and 3.

An oriented cycle aq, . .., a gives vectors xg,, . . ., T4, With 4, +---+x4, = 0.
This is impossible in a network.

Conversely, assume that there are no oriented cycles. Take a maximal
oriented chain ay,...,a,. This chain is not a cycle, and necessarily i(aq) is a
source. Otherwise, we could increase the oriented chain. We take this source
to be the smallest vertex, remove it and all the edges coming from it, and
then start again on the remaining graph by recursion. We then obtain a total
order on the vertices compatible with the orientation of the edges. By 1 our
oriented graph is a network.

Since oriented graphs produce unimodular lists (Corollary 2.16), we may apply
formula (2.16) to them. In this case we need to interpret the result. We write
first the list X of vectors z, in the basis eq,..., e, given by the v vertices.
The entry a; ; of the matrix A := X X" has the following meaning:

1. When ¢ = j then qa;; equals the number of edges that have e; as a vertex.
2. When i # j then —a; ; equals the number of edges connecting e; and e;.
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We call A the incidence matriz of the graph.

We cannot apply formula (2.16) directly, since the columns of X span a
proper subspace. Thus in order to apply it, we take the image of these vectors
in the quotient space, where we set one of the vectors e; equal to 0. In the
quotient space the lattice generated by the classes of the elements x, coincides
with the lattice with basis the classes of the elements e;, j # ¢. In matrix
notation this amounts to replacing X with the same matrix with the i-th row
removed and hence replace A with the same matrix with both the i-th row
and i-th column removed, and we obtain the following result

Proposition 2.18. Let A be the incidence matriz of a graph I'. Given any
index i, let A; be obtained from A by removing the i-th row and the i-th column.
Then det(A;) equals the number of mazimal trees contained in I'.

A special important example is the complete graph of vertices 1,2, ..., n, which
we can orient so that each edge goes from a higher-numbered vertex to a lower-
numbered one. Its associated set of vectors e; —e;, i < j is the root system of
type A,_1. For this example we have the following result known as Cayley’s
theorem

Ezample 2.19 (Cayley’s theorem).
The number of marked trees on n vertices is n" 2.

Proof. This set equals the set of maximal trees contained in the complete
graph on n vertices. For this graph, the matrix A is an n x n matrix with
n — 1 on the main diagonal and —1 elsewhere. When we delete one row and
the corresponding column we obtain the (n — 1) x (n — 1) matrix with n — 1
on the main diagonal and —1 elsewhere. Let us call this matrix A(n — 1).
We need to show that det(A(k)) = (k + 1)*~1. We compute as follows: let
FEj denote the k x k matrix with all entries equal to 1, and I the identity
matrix. Ej has rank 1, so it has 0 as an eigenvalue with multiplicity k — 1.
Moreover, the vector with all coordinates 1 is an eigenvector with eigenvalue
k. Tt follows that det(zIy — Ei) = (z — k)z*~!. Substituting = with k + 1,
one obtains the result.

2.2 Matroids

The next subsections deal with fundamental definitions that belong to the
theory of matroids. Given the list X, we shall study its matroid structure, in
other words, the combinatorics of the linearly dependent subsets of X. Let
us recall, for the convenience of the reader, the notion of matroid. This is
a concept introduced by Whitney in order to axiomatize the ideas of linear
dependence [117], [118]; see also the book of Tutte [115]. We restrict our
attention to the finite case and present one of the several possible axiomatic
approaches.
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Definition 2.20. A matroid M on a ground set E is a pair (F,Z), where Z
is a collection of subsets of E (called the independent sets) with the following
properties:

(a) The empty set is independent.

(b) Every subset of an independent set is independent (hereditary property).

(c) Let A and B be two independent sets and assume that A has more elements
than B. Then there exists an element a € A\ B such that BU {a} is still
independent (augmentation or exchange property).

A maximal independent set is called a basis. It follows immediately from
axiom (c) that all bases have the same cardinality, called the rank of the
matroid.

If M is a matroid on the ground set E, we can define its dual matroid
M?*, which has the same ground set and whose bases are given by the set
complements E \ B of bases B of M. We have rank(M*) = |E| — rank(M).

We shall mainly be concerned with the matroid structure of a list of vec-
tors. In this case, independence is the usual linear independence. One can
in general define a rank function p(A) on the subsets of F; in our case the
dimension of the linear span (A) of A. Observe that given a list of vectors,
their matroid structure depends only on the vectors up to nonzero scaling.
We should keep in mind the special example of graphs with the associated
arrangements and polytopes, which motivates some of our more general defi-
nitions.

2.2.1 Cocircuits

As we have seen in the case of oriented graphs, a set of vectors corresponding
to edges is linearly independent if and only if the graph that they span is a
tree or a disjoint union of trees. Thus a minimal dependent set is formed by
edges that generate a simple cycle, or in the words of matroids, a circuit.

Definition 2.21. Let M be a matroid.
A minimal dependent set in M is called a circuit.
A circuit in the dual matroid M* is called a cocircuit.

If B is a basis of M and p ¢ B, then there is a unique circuit cir(B,p)
contained in B U {p}. Dually, if ¢ € B, then there is a unique cocircuit
cocir(B, q) contained in (E \ B) U {q}. These basic circuits and cocircuits are
related in the following way:

q € cir(B,p) & (B\q)Upis abasis < p € cocir(B,q).

Let us now specialize to the case that is most interesting for us, in which
the ground set X is a list of vectors and the collection Z consists of linearly
independent sublists.
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In this case, if b C X is a basis and a ¢ b, then the unique circuit cir(b, a) is
obtained by writing a as a linear combination of b and taking the list formed
by a and the elements of b that appear with nonzero coordinates. Also, a
cocircuit is a sublist ¥ C X such that X \ Y does not span (X) and is
minimal with this property.

Let us assume that X spans V. The cocircuits can thus be obtained as
follows: fix a hyperplane H C V spanned by elements in X and consider
Y :={z € X|x ¢ H}, it is immediately verified that this is a cocircuit and
every cocircuit is of this type. In fact, we leave to the reader to verify that
if b C X is a basis and ¢ € b, the unique cocircuit cocir(b,q) contained in
(X' \b) U{q} is the complement in X of the hyperplane generated by b\ {q}.

If a sublist Z C X consists of all the vectors in X lying in a given subspace,
we say that Z is complete.

Thus a cocircuit is obtained by removing from X a complete set spanning
a hyperplane. The set of all cocircuits will be denoted by £(X).

FEzxzample 2.22. In the case of oriented graphs, a cocircuit is a minimal subgraph
whose complement does not contain any maximal tree.

Definition 2.23. The minimal cardinality of a cocircuit is an important com-
binatorial invariant of X; it will be denoted by m(X).
We shall say that X is nondegenerate if m(X) > 2.

Proposition 2.24. We can uniquely decompose X as X ={Y,z1,22,...,2:}
where V. =(Y) @ ®I_Rz; and Y is nondegenerate or empty.

Proof. This is easily proved by induction. The elements z; are just the ones
which form cocircuits of length 1.

Remark 2.25. This is a special case of the decomposition into irreducibles that
will be developed in Section 20.1.

2.2.2 Unbroken Bases

Our next basic combinatorial notion has been used extensively in the theory
of hyperplane arrangements (cf. [30], [117], [118], [119]). It is the notion of
broken circuit and unbroken basis. These are again notions that belong to
matroid theory and are related to the notion of external activity, which for our
purposes plays a more important role than its dual notion of internal activity.

So let us first start for completeness in an abstract way and introduce these
notions for a matroid (F,Z). From now on, let us assume that the ground set
F is linearly ordered.

Definition 2.26. Given a basis B and an element p ¢ B, we say that p is
externally active in B if p is the least element of cir(B, p). Dually, an element
q € B is said to be internally active in B if ¢ is the least element of cocir(B, p).
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Note that these concepts are dual: p is externally active in the basis B of M
if and only if p is internally active in the basis E \ B of M*.

Let us now reinterpret the same concepts with slightly different notation
for a list of vectors X. Take ¢ := (a;,,...,ai,), 11 <12 < --- < i), a sublist
of linearly independent elements in X.

We say that c is a broken circuit® if there are an index 1 < e < k and an
element a; € X \ ¢ such that:

o 1< 1.
e The list (a;,a4,,...,a;,) is linearly dependent.
We say that a; breaks c.

In other words, a broken circuit is obtained from a circuit by removing its
minimal element.

In particular, for a basis b := (aj,,...,a;,) extracted from X, an element
a € X is breaking if and only if it is externally active, and we set

E(b) := {a € X |a externally active or breaking for b}. (2.2)

Similarly, given a basis b extracted from X, an element b € b is internally
active with respect to b if there is no element a in the list X preceding b such
that {a} U (b\ {b}) is a basis of V.

Definition 2.27. The number e(b) of externally active elements is called the
external activity of b. The number i(b) of internally active elements is called
the internal activity of b.

If E(b) = 0, i.e., e(b) = 0, the basis b is called unbroken. Equivalently, a
basis is unbroken if it does not contain any broken circuit.

Example 2.28. The list of positive roots for type As.
X = {ozl,ozg, a3, 1 + a2, (g + a3, + oo + Otg}.

We have 16 bases and 6 unbroken bases; all necessarily contain a;:

a1, Q2, a3, a1 +ag, oy + a3, a; +az +as.
a1, g, a3z, 01+ a2, a2+ a3, o + a2 + as.
o1, (2, a3, a1 +ag, g + a3, a1 +az +as.
ay, g, 3, O] + g, g + a3, a1 + Qg + Q3.
a1, G2, (3, Oél+042, Ot2+013, Oé1+042+043.
ay, g, 3, a1 + qg, g + a3, a1 + Qg + as.

In what follows we shall need a relative version of unbroken basis. Let
us start from a list X of vectors and parameters p that defines an affine
arrangement. B

Given a subspace W of this arrangement, recall that Xy is the list con-
sisting of the elements a in X such that a + u, =0 on W.

5Notice that a broken circuit is not a circuit.
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Definition 2.29. Let W be a space of the arrangement of codimension k. A
subset of Xy that is a basis of the span (X ) will be called a basis on W (or
a basis in Xy ).

Since Xy is a list, we also have the notion of unbroken basis on W.

For interesting information on these topics in the context of matroids, see
Bjorner [16].

The combinatorics of unbroken bases is usually very complicated. We will
see later how to unravel it for the list of positive roots of type A,,.

There is only one case in which the theory is trivial, the case when X is
a list of (nonzero) vectors in 2-dimensional space. In this case, any unbroken
basis contains the first vector, and for the second vector we can take any other
vector in the list, provided a multiple of it does not appear earlier in the list.
In particular, if the m vectors are mutually nonproportional, we have m — 1
unbroken bases.

2.2.3 Tutte Polynomial

A basic combinatorial invariant of matroids is the Tutte polynomial, intro-
duced by W. T. Tutte in [114] as a generalization of the chromatic polynomial,
which counts colorings of graphs.

Let M = (X, I) be a matroid, with rank function p. The Tutte polynomial
T(M;z,y) is the polynomial in « and y (with integer coefficients) given by

T(Miz,y) = Y (2 — 1P Py - 1) A0, (2.3)
ACX

It is immediate that T'(M, 1, 1) equals the number of bases that one extracts
from X. Although it is not apparent from the formula, this is a polynomial
with positive integer coefficients. In combinatorics, polynomials with positive
integer coefficients usually appear associated to statistics. For instance, a
polynomial in one variable may appear when we have a function f on a finite
set S with values in N. In this situation, the polynomial ) __g ¢’ has the
property that the coefficient of ¢* counts the number of elements s € S for
which f(s) = 4. Indeed, we shall see that the Tutte polynomial encodes two
statistics on the set of bases (formula (2.6)).

Let us discuss the Tutte polynomial for a list X of vectors, where for
A C X we have p(A) = dim(A). In this case we denote it by T(X; z, y).

Ezample 2.30. Assume that the list is generic; that is, if s = dim(X), any
subset with k < s elements is independent. Then, letting m := | X|,
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i=0 ACX, |A|=i i=s+1 ACX, |A|=i

_ ; (”;) (z— 1) + é; (T) (y—1)i—
S ()R ()

In particular, let us note two trivial cases:
Case 1. X is the list of m vectors equal to 0. Then we see that

T(X;w,y):= Y (y— 1A =y™ (24)

ACX

Case 2. X is a list of m linearly independent vectors. Then we see that

T(Xizy) =Y (z—1)"Al=am (2.5)

ACX

In general, we shall give a simple recursive way to compute T'(X; z, y) that will
also explain its meaning in terms of a statistic on the set of bases extracted
from X. This method is called method of deletion and restriction and goes
back to Zaslavsky [122].

Remark 2.31. Assume that the list X is the union of two lists X = X; U X5
such that (X) = (X;) & (X2) (in the notation of Sections 7.1.4, and 20.1 this
is called a decomposition).

Then we have

T(X;z,y) =T(X1;2,9)T(Xo; 2, y).

Let us now see the basic step of a recursion.
Given a list of vectors X and a nonzero vector v in X, let X; be the list
obtained by deleting v. If (X) = (v) ® (X1), we have by the previous formulas

T(X;2,y) =T(X1;2,9) 2

Otherwise, we have (X) = (X;) and we let X5 be the list obtained from X,
by reducing modulo v.
In this case the following identity holds:

T(X;2,y) =T(Xy;2,y) + T(Xo; 2, y).

Indeed, the sum expressing T'(M;x, y) splits into two parts, the first over the
sets A C Xi:
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Z (z — 1)PCO=P(A) (1)l AlI=P(4)
ACX,

- Z (z — 1)p(X1)fp(A)(y — 1)\A\79(A) =T(X1;z,9),
ACX;

since clearly p(X1) = p(X). The second part is over the sets A with v € A.
For these sets, set A to be the image of A\ v modulo v. We have that

and we get

Z (z — 1)p(X)fp(A) (y — 1)\A|fp(A)
ACX, veA

— Z (x — l)p(x2)—p(2)(y _ 1)\2\—9(2) =T (Xo;2,y),
ACXo

which proves our claim.

This allows us to compute the Tutte polynomial recursively starting from
the case in which X consists of m vectors all equal to 0, the case for which we
have formula (2.4). The final formula, due to Crapo [36], involves in a clear
way the notions of external and internal activity (Tutte [114]). Notice that
from this recursion it follows that the Tutte polynomial has positive integer
coefficients.

Theorem 2.32 (Crapo). The Tutte polynomial T(X,x,y) equals

Z '@ ye®) (2.6)

bbasisin X

Proof. Set

Xy = Y O
bbasisin X

If X is the list of m vectors equal to 0, then there is only the empty basis
for which the external activity is m and the internal activity is 0. Thus
T(Xv T, y) =y = T(X> T, y)

Assume now that X contains at least one nonzero vector and let v be the
last such vector. Set X; = X \ {v}. We have two cases: V = (X;) @ (v) and
V =(Xy).

If V.= (X1) ® (v), then every basis extracted from X contains v, v
is internally active with respect to every basis, and we clearly see that
T(X,a:,y) = xT(Xl,x,y).

Let Bx denote the sublists extracted from X that give bases of V. If V =
(X1), denote by By the set of bases in Bx not containing v and By = Bx \ By
those containing v. Since v is the last nonzero element in X, we immediately
get that
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th y Z xz(b e(b
beBy

On the other hand, let us consider the list X2 consisting of the images of the
elements of X; in V/(v). If v € b, then the image b of b\ {v} modulo v is a
basis extracted from X, and we have that e(b) = e(b) and i(b) = i(b), as the
reader will easily verify. Thus

XQ,.’L' y Z !El(b) e(b
beEB,

It follows that ~ B ~
T(vaay) = T(Xlax,y) +T(X2,:L’,y)

Since both T(X, x,y) and T(X,z,y) satisfy the same recursive relation, the
claim follows.

We have normalized the previous algorithm, that at each step produces lists of
vectors, by choosing as vector v the last (or the first) in the list that is nonzero.
Once we do this, we can visualize the full algorithm by a rooted tree. The
root is given by the full list X, the nodes are the lists of vectors that we obtain
recursively, the internal nodes are the lists that contain a nonzero vector, and
the leaves are the lists of vectors that are all zero.

The steps of the first type produce a new node, that we mark by the value
x by which we multiply, and we join to the previous node by an edge marked
by the vector v that we have removed. The second type of step produces a
branching into two nodes, one relative to the list X; and the other relative
to X5. We mark the edge joining X and X with the vector v that we have
used to construct V/(v). Observe that in passing from a node to the next by
an edge, we reduce the rank by 1 if and only if the edge is marked.

At each step, every vector of the list of vectors we obtain remembers the
position of the vector from which it came (by successive quotients). Consider
now a maximal chain C of this tree. To C' associate the subset of vertices
v marking the edges appearing on C. It is clear that this subset is a basis
b extracted from X. In this maximal chain there are k vertices marked by
x for some k, and the final leaf, which is the list of 0 with some multiplicity
h. Clearly, this chain contributes z*y" to the Tutte polynomial. A simple
interpretation shows that k = i¢(b) and h = e(b). In other words:

1. The maximal chains are in one-to-one correspondence with the bases.

2. Each produces a single monomial /() y¢®),

3. The sum of all these monomials is the Tutte polynomial.

In particular, setting x = 1, we obtain the polynomial

T(X;1,y) = > (y —1)'A=r, (2.7)

ACX, | p(X)=p(A)

giving the statistic of the external activity.
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The same recursive algorithm computes all the unbroken bases that one
can extract from a list X := {a1,...,amn}. To begin, observe that each such
basis contains aj.

The starting point is given by two observations:

1. if m = s and ay,...,a,, is a basis, then it is the only unbroken basis
one can extract from X.

2. If the elements of X do not span R?, no unbroken basis can be extracted.

Given this, we may divide the set of unbroken bases into two subsets. The
first consists of the bases extracted from {aq,...,an,_1}. The second is made
of unbroken bases containing a,,. These are in one-to-one correspondence
with the unbroken bases of the image modulo a,, of the list {a1,...,am—1}.

Exercise. Let X be indecomposable and assume that there is only one
basis b in X with e(b) = 0; then s = 1.

2.2.4 Characteristic Polynomial

An interesting combinatorial invariant of a hyperplane arrangement is its
characteristic polynomial. Such a polynomial can be associated to any (fi-
nite) poset P with a rank function 7(z) and a minimum element 0 using the
Mobius function. The Mobius function of a ranked poset is a generalization
of the classical function defined on the poset of positive integers ordered by
divisibility. It is introduced by Rota in [94]. It may be defined for a pair of
elements a,b € P by

0 if agb,
pp(a,b) ;=<1 if a=b,
- Za§x<b MP(au ‘T) if a <b.

The Mobius function arises in the following context. Define a transform
T on functions on P by (T'f)(z) == >_, ., f(y). It is clear (we are assuming
that the poset is finite only for simplicity, but one can work with much weaker
hypotheses) that the matrix of T is triangular with 1 on the diagonal and at
all positions (y, ) with y < = and zero in every other position. Then we have
the Mébius inversion formula for T~

(T ) (@) = e, y)g(y)-
y<z
We now define the characteristic polynomial of P by
xp(g) =Y p(0,2)g" "), (2.8)
z€eP

where s is the maximum of the rank function on P.
Take a list X of vectors in V, and consider the partially ordered set Px
whose elements are the subspaces (A4) spanned by sublists A of X. The order
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is given by inclusion and the rank function given by the dimension of (A).
The poset Px contains a unique minimal element 0 = {0}, that is the origin
of V. We can thus consider the characteristic polynomial of Px that we shall
denote by xx(q)-

The following Theorem tells us that the characteristic polynomial can be
computed as a specialization of the Tutte polynomial.

Theorem 2.33. Assume X only contains nonzero vectors. We have then
xx(q) = (=1)°T(X,1 - ¢,0).

Proof. For any W € Px set Xy := XNW and Ay := {A C Xw | (4) = W}.
We claim that for each W € Px,

W) = > (=) = (0, ).

AcAw

We proceed by induction on dimension. If W = {0} = 0 then Xy = () and

fi(0) = 1 = p(0,0). Take W € Px \ {0}. We have

0= > (p= Y ww= >  a0).

ACXw UEPXW UePx, UCW
If U C W the inductive hypothesis implies that (U) = u(0,U). Thus

pV)=— > u(0,U) = pu(0,W)
UePx, UCW

proves the first claim. Computing, we get,

(—=1)°T(X,1—¢q,0) = (-1)* Z (—q)* P (—1)lAl=r(4)

ACX
— Z qs—p(A)(_l)IAl — Z ( Z (_1)\A|)qs—dim(W)
ACX WePx AcAw
= > w0, W)g W) = xx(q).

WePx

We shall see later that in the complex case, by a theorem of Orlik—Solomon
(cf. [83]), the characteristic polynomial computes the Betti numbers of the
complement A of the hyperplane arrangement corresponding to X. Indeed,

> " dim H (A, R)q" = (—q)*xa(—1/q).
i>0
In the real case one has the following result due to Zaslavsky [122].

Theorem 2.34 (Zaslavsky). For a real hyperplane arrangement the number
of open chambers is equal to (—1)*x4(—1). In the affine case the number of
bounded regions is (—1)*x.a(1).
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2.2.5 Identities

Although in principle one can compute the Tutte polynomial by the recur-
sive formula, in practice this may be very cumbersome. For instance, for
exceptional root systems and in particular Eg (see [67]), it seems to take an
enormous amount of computer time. There are other simple formulas that
we want to discuss and that allow us to compute the Tutte polynomial for
root systems. Indeed, we are going to use these formulas together with results
contained in [84] to compute the Tutte polynomials for root systems.

Definition 2.35. Given a matroid on a set A, we say that B C A is complete
in A or a flat if, once a € A is dependent on B, then a € B.
Given B C A, we set B to be the set of elements a € A dependent on B.

Clearly, for every B we have that B is complete and B is complete if and
only if B = B.
Assume that the rank of A is s. Let L4 be the set of complete subsets of

A. Set E4(y) :=T(A,1,y), the polynomial expressing external activity.
Proposition 2.36. The following identities hold:

T(Az,y) = Y (x -1 P Ep(y). (2.9)
BeLa

v =" (y- 1P Ep(y). (2.10)
BeLa

Proof. We can clearly reformulate (2.7) as
Ealy)= >, (y-pPi—
BCA,|B=A
Thus
T(Azy):i= Y Y (x—=1) "B (y -1l

BelLac|C=B
= Y (x—1)"PER(y).
BeLa
As for our second formula.

Yo w-1)rPEsy)= > -1 > (y-1F®

BeLa BeLa CCA,|C=B

=Y (=P =1+ -1 =y

BCA

One can use the Mo6bius inversion formula to get

Ealy)= > y¥lu(x, A).

X€ELy
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We can use formula (2.10) for computing E4(y) once we know Ep(y)
for all proper complete subsets of A. It follows that using this and formula
(2.9), we obtain an inductive procedure to compute the Tutte polynomial.
Of course, in order to achieve this goal we need to be able to enumerate the
proper complete subsets of A.

Notice that if A has a group of symmetries W, as in the case in which A
is a root system and W is the Weyl group, we can first classify the orbits of
complete subsets of A and then compute the number of elements n(O) of each
orbit O. Denoting by Oy the set of orbits of rank-k complete subsets of A,
we then have the formula

S

Y= y-1" Y n(0)Eo(y). (2.11)

k=0 0e0y

In the case of root systems, the computation of all orbits, their cardinality,
and the corresponding root systems has been carried out by a lengthy case-
by-case analysis by Orlik and Solomon, in the paper [84].5 Using induction
and the tables in [84], we are going to compute the Tutte polynomials for root
systems in Section 2.4.

2.3 Zonotopes

For a systematic treatment see Ziegler [123].

2.3.1 Zonotopes

We have already seen that the Minkowski sum of two convex sets is convex.
We shall be interested in a very special case, the polytope B(X) associated to
a list of vectors X, that is characterized as the set of points © € V for which
the variable polytope IT% (z) defined in Section 1.3.1 is nonempty. Let us start
with an observation. Let A, B be two convex polytopes, the first being the
convex envelope of its extremal points ay,...,ap and the second the convex
envelope of its extremal points by, ..., bg.

Proposition 2.37. A + B is a convex polytope and its extremal points are
contained in the set a; + b;.

Proof. Take any point p € A+ B. It is of the form
h k
SRS SIUND SN St
i=1 j=1 i J

5We thank John Stembridge for calling our attention to this paper.
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Thus
h k k h h k h k

p= Z Si(ztj@i) +Z tj(z SZbJ) = Z Zsitj(ai—kbj), ZZ Sit; = 1.
=1 j=1 Jj=1 =1 =1 j=1 =1 j=1

Thus A + B is the convex envelope of the points a; + b;. Simple examples
show that in general, not all of them are extremal.

A particularly interesting example is obtained by the sum of segments orig-
inating from the origin. In other words, when we take a list of vectors
X = (a1,...,am), we can construct the Minkowski sum of the corresponding
segments [0,a], a € X:

Z%Xy:{E:%amgtagl} (2.12)

acX

This convex polytope will be called the box or the zonotope associated to X.
The polytope B(X) can be also visualized as the image or shadow of the cube
[0,1]™ under the projection (t1,...,tm) — > v tia;:

1011
X‘W0111‘

Fig. 2.1. The zonotope B(X).

Remark 2.38. By the previous proposition it follows that B(X) is the convex
envelope of the points ) g a as S runs over the sublists of X.

The importance of zonotopes in this book comes from the fact that they
appear as the support of an interesting class of special functions, the box
splines. This will be discussed in Chapter 7. Furthermore, they play an
important role in the theory of the partition function (cf. Section 13.2.2).

It is often convenient to shift B(X) by the element px := 3>, ¢ a. The
resulting polytope B(X) — px is then symmetric with respect to the origin.
Moreover, given a subset S C X, let us define Ps := (3, .5 A= ex\s@) =
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Y ecs @ — px- The shifted box B(X) — px is, by Remark 2.38, the convex
envelope of the points Ps.
Two zonotopes.”

Fig. 2.2. The zonotope associated to the root system Bs and As.

From now on, we shall assume that X spans V| so that B(X) has a
nonempty interior. We are now going to show that each face of a zonotope is
itself a zonotope (shifted by a vector). We begin with a lemma

Lemma 2.39. If a point v := Y,y vea, 0 < v, < 1 ds in the boundary of
B(X), then the set A, :={a € X |0 <w, <1} does not span V.

Proof. If A, spans V, extract a basis b := {by,...,bs} from A,.

Let € := mingea, [minfv,,1 — v4]] > 0. The set of points v + Y., b,
[t;| < €, is an open neighborhood of v contained in B(X); hence v is in the
interior of B(X).

This lemma can be interpreted as follows. Let A, B be two disjoint sublists
of X such that A does not span V, and B(A) its associated zonotope.

Let B(X)AyB = EaieAtiai + EbeB b0 <t; <1 = B(A) + Ap with
AB = ) 4cpb. Then the boundary dB(X) is contained in the nonconvex
polytope Q@ = Ua,3B(X)a,B.

We now want to describe the faces of B(X). We start from codimension-
one faces. Consider a sublist A of X spanning a hyperplane Hj and such that
A= HyN X. Take a linear equation ¢, for Hy and set

B={acX|(¢n,]a) >0}, C={aeX|(éma)<0}.

"The two pictures were produced with polymake, http://www.math.tu-
berlin.de/polymake/.
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Proposition 2.40. B(X) 4 g and B(X)a,c are exactly the two codimension-
one faces in B(X) parallel to Hy.

Proof. Let F be a codimension-one face spanning a hyperplane H parallel to
H,. By Proposition 1.15, F = HNB(X). Since B(X) lies entirely in one of the
two closed half-spaces with boundary H, we may assume that ¢p, is positive
on H with constant value a and that it takes values less than a in the open
half-space meeting B(X). Thus F' coincides with the set of points in B(X)
where ¢p, takes its maximum value. Now let A := {z € X |¢n,(x) = 0}
and B := {z € X|¢n,(x) > 0}. Clearly, the maximum taken by ¢, on
B(X) is Y, cp ¢H,(z), and it is taken exactly on the points of B(X)a,g.
Thus F' = B(X)a,p, similarly for the minimum value.

Let Hx be the real hyperplane arrangement defined, in dual space, by the
vectors of X thought of as linear equations. As a consequence, one has the
following theorem

Theorem 2.41. There is an order-reversing one-to-one correspondence be-
tween faces of B(X) and faces of Hx.

To a face G of the hyperplane arrangement we associate the set of points
in B(X) on which some, and hence every, element f € G takes its maximum
value.

This set is the face B(X)ap where A == {& € X|(z|f) = 0} and
B:={xeX|{(z|f)>0}.

Proof. The previous discussion implies that there is a one-to-one correspon-
dence between codimension-one faces of B(X) and dimension-one faces of the
arrangement Hy. We can finish our proof by induction. Let ¢ be a half-line
of the arrangement Hx and let A C X be the set of vectors vanishing on /.
To £ is also associated the face B(A) + Ap of B(X). The faces of B(A) + Ap
are of the form F + Ap, with F a face of B(A). The vectors A define the hy-
perplane arrangement H 4 generated by the hyperplanes on Hx containing /.
By induction, there is an order-reversing one-to-one correspondence between
faces of B(A) and faces of H4. So the theorem follows from the following
lemma

Lemma 2.42. Fvery face of Hx that contains £ in its closure is contained in
a unique face of the arrangement H 4.

In fact, the faces of the arrangement H 4 are unions of faces of the arrangement
Hx, and each of them has the line spanned by ¢ in its closure. If we have
two distinct faces Fy and F3 of Hx, they must lie in opposite half-spaces for
some hyperplane H of the arrangement. If they both have ¢ in their closure,
we must have that H contains ¢, and this proves the claim.

We can deduce now from the previous theorem a dual description of B(X) as
the polytope defined by linear inequalities. Each 1-dimensional face F' of Hx
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is a half-line. Choose a generator up € F. Then up = 0 is the linear equation
of a rational hyperplane in V. Denote by ur = 3 yc v (4, 50 (Ur, b) the max-
imum value of ur on B(X). We then have that the set {v € V| (up,v) < up}
is the half-space containing B(X) and bounded by the hyperplane spanned by
the face B(X)a,p, where A= {a € X |(up,a) =0}, B:={be X |(up,b) >
0}. Since every convex polytope is the intersection of such subspaces, we get
the following dual description of B(X):

Proposition 2.43.
B(X) = {v e V| {ur|v) < pr}, (2.13)

as F' runs over the 1-dimensional faces of the arrangement Hx .
The interior B(X) is given by strict inequalities:

B(X)={veV|(up|v) < pup, YF}.

Let us see how we can construct B(X) inductively.

Let y € X, y # 0, and consider the projection p : V. — V/Ry. The 1-
parameter group of translations v — v 4 ty has as orbits the fibers of p. Set
Z = X \{y}, and Z := p(Z), a subset of V/Ry.

Clearly, p(B(X)) = p(B(Z)) = B(Z). Moreover, for each w € B(Z), the
set p~1(w) N B(X) is an oriented segment [vg, vy + t1y], t; > 0, from which
we can choose the point s(w) := vg + t(w)y where the translation group ewits
the zonotope B(Z).

Lemma 2.44. The map s : B(Z) — B(Z) is a piecewise linear homeomor-

phism of the zonotope B(Z) with the piece B(Z), of the boundary of B(Z)
where the translation group exits the zonotope B(Z):

B(Z)y:={p€ B(Z)|p+ty ¢ B(Z), vt > 0}.

Proof. If Z spans a hyperplane, we clearly get that B(Z), = B(Z), and the
linear map p gives a homeomorphism between B(Z) and B(Z) so there is
nothing to prove.

Assume that Z spans V. Choose first a complement C' to Ry and let
f: V/Ry — C be the corresponding linear isomorphism with pf(w) = w,Vw €
V/Ry. If w € B(Z), we have that s(w) = f(w) + t(w)y, where t(w) is the
maximum number ¢ for which f(w) + ty € B(Z). In other words, t(w) is the
maximum ¢ for which (up | f(w)) + t{up |y) < pp, for every codimension-one
face of B(Z). Thus

t(w) = min((ur |y) ™" (ur — (ur | f(w))), VF | (up|y) > 0.

By Example (1.61), the functions ¢(w) and hence s(w) are piecewise linear.
Clearly, p(s(w)) = w.
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Remark 2.45. Geometrically, B(Z), is what one sees when looking at the poly-
tope B (Z) from infinity in the direction of y. One sees the projected zonotope
B(Z), tiled by zonotopes (the faces that are visible).

We have a map 7 : B(Z), x [0,1] = B(X), 7(p,t) = p+ty. We easily see
that the following result holds

Proposition 2.46. If Z does not span V, we have B(Z), = B(Z) and 7 is a
homeomorphism. Assume that Z spans V :

(a) B(Z)y is the union of the faces corresponding to faces of Hz that are
positive on y.

(b) 7 is injective, and hence it is a homeomorphism onto its image.

(c) B(Z) N7 (B(Z)y x [0,1]) = w(B(Z), x [0]) = B(Z)y.

(d) B(X) = B(Z) Un(B(Z)y x [0,1]).

Proof. (a) Consider a k-dimensional face F' = B(Z) 4,p of B(Z) associated to
a face £ of Hz. If y vanishes on ¢, then given x € F an interior point, we have
x +ty € F for all sufficiently small ¢, and so « ¢ B(Z),. Moreover, under the
map p : V — V/R we have that F maps to a (k — 1)-dimensional polyhedron.

Otherwise, y is not orthogonal to ¢, the map p projects F' homeomorphi-

cally to its image in B(Z), and since by Theorem 2.41 any element u € ¢ takes
its maximum on F, we see that F' C B(Z), if and only if y is positive on £.

(b) Take p,q € B(Z),. If p+tiy = g+ tay, t1 < t2, we have p =
g+ (t2 — t1)y. So by the definition of B(Z),, to —t1 =0 and p = gq.

(c) Follows by the definition of B(Z),.

(d) Any element b of B(X) is of the form b = c+ty, c€ B(Z), 0 <t < 1.
If b ¢ B(Z), we need to show that b € m(B(Z), % [0,1]). Since b ¢ B(Z), there
is a maximal s > 0, s < t, so that ¢+ sy € B(Z). Then ¢+ sy € B(Z), and
b= (c+sy)+ (t—s)y.

Given linearly independent vectors b := {b1,...,bs} and A € V, define

h
I\(b) == A+ B(b) = {A+ Y _tib}, 0<t; < 1.

i=1

We call such a set a parallelepiped.® Its faces are easily described. Given a
point p = A + Z?zl t;b; in IT)(b) consider the pair of disjoint sets of indices
A(p) := {ilt; = 0}, B(p) = {i|t; = 1}. For A, B given disjoint subsets of
{1,2,...,h}, set Fap := {p € II\(b)| A(p) = A, B(p) = B}. One easily
verifies that these sets decompose IT)(b) into its open faces. Furthermore, the
interior of ITy(b) equals Fj g, while the closure of the open face Fy p is the
face
Fu,B=Uacc, Bcofe,p.

8This is the simplest type of zonotope.
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Definition 2.47. We say that a set B C V is paved by a finite family of
parallelepipeds II; if B = U;II; and any two distinct parallelepipeds I1;, I1;
in the given list intersect in a common, possibly empty, face.

The following facts are easy to see:

(i) If B is paved by parallelepipeds any two faces of two parallelepipeds of
the paving intersect in a common face.

(ii) A closed subset C' C B that is a union of faces of the parallelepipeds of
the paving has an induced paving.

(iii) Assume that B is convex. If F' is a face of B and a parallelepiped P
of the paving of B meets F in an interior point of P, then P C F. In
particular, F' is a union of faces of the parallelepipeds of the paving and
has an induced paving.

We are going to construct in a recursive way a paving B(X) by parallelepipeds
indexed by all the bases extracted from X. Notice that when X = {Z, a},
the bases of V' extracted from X decompose into two sets: those contained
in Z index the parallelepipeds decomposing B(Z) and those containing a are
in one-to-one correspondence with the bases extracted from Z that index the
remaining parallelepipeds decomposing B(Z), + [0, a]. Let us see the details.

For any basis b = {a;,, ..., a;_ } extracted from X, we set, forany 1 <t < s,
Vi equal to the linear span of {a;,,...,a; }. We have that V; is a hyperplane
in Vi41, and for each 1 <t < s —1, we let ¢; be the equation for V; in V1,
normalized by (¢ |a;,,,) = 1. Define

B; = {ai € X|Z < igy1, @; € VvH_l and <¢t|al> > 0}

and set -
= ( 3 a) (2.14)
t=1 a,EB;

We can then consider the parallelepiped ITy, (b), and deduce a paving of B(X)
due to Shephard [101].

Theorem 2.48. [Shephard] The collection of parallelepipeds II,(b), as b
varies among the bases extracted from X, is a paving of B(X).

Proof. If X consists of a single vector, there is nothing to prove. So we proceed
by induction and as before we write X = (Z,y).

If Z spans a hyperplane H in V, then by Proposition 2.46, we have that
B(X) = B(Z) + [0,y]. By induction, B(Z) is paved by the parallelepipeds
IT, (c) as ¢ varies among the bases of H extracted from Z. A basis of V
extracted from X is of the form b = {¢,y}, where ¢ is a basis of H contained
in Z. Furthermore, A\, = A, so that ITy,(b) = I, (c) + [0, y], and our claim
follows. - -

If, on the other hand, Z spans V, then by induction the parallelepipeds
ITy,(b) as b varies among the bases of V extracted from Z are a paving of
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B(Z). We know that B(Z), is the union of the faces B(A) + ), b, where
A spans a hyperplane H with A = XN H and y ¢ H. Given a linear equation
¢ for H equal to 1 on y, we have that B is the set of elements of Z on which
¢ is positive. By induction, B(A) is paved by the parallelepipeds ITy_(c) as
¢ varies among the bases of H extracted from A, so that B(A) + Zb;B b is
paved by ITy,(c) + > pep b-

We have by the definitions that Ao+, 5 b = Afc 43, so that B(Z),+[0, ]
is paved by the parallelepipeds 1y, , ({c,y}). In order to finish, we need to
verify that on B(Z), the given paving is equal to the one induced by B(Z).
In other words, we claim that the parallelepipeds ITy_(c) + >, g b are faces
of those paving B(Z). If B is nonempty, let a be the largest element of B; in
particular, b = {c,a} is a basis of V. We claim that ITy (c) + > ,c 5 is a face
of I, (b) = Ap + B(b).

In fact, with the notation of (2.14) we have By_; = B\{a}. Thus )\, equals
Ae+ pepb—a,s0 Iy (c) + >, c g b = Ay + B(c) + a. The claim follows from
the fact that B(c) + a is a face of B(b).

If B is empty, let a be the minimum element of Z\ A. Then again, b = {c,a}
is a basis of V and IT)_(c) is a face of IT,(b), since we see that A, = Ap.

2.3.2 B(X) in the Case of Lattices

A lattice A in V is by definition the abelian subgroup of all integral linear
combinations of some basis v1,...,vs of V. Of course, when V = R*, we
have the standard lattice Z°. Sometimes we shall speak of a lattice A without
specifying the vector space V, which will be understood as the space spanned
by A. A region A of V with the property that V is the disjoint union of
the translates A + A, X\ € A, is called a fundamental domain. The volume
of A with respect to some chosen translation-invariant measure in V is also
called the covolume of the lattice. If V = R® with the standard Lebesgue
measure and A is generated by a basis by,...,bs, a fundamental domain is
{377, tibi, 0 <t; <1} of volume | det(by, ..., by)|.
Assume that the list X C A generates V.

Definition 2.49. We let §(X) denote the volume of the box B(X).
As a simple application of Theorem 2.48 we obtain the following

Proposition 2.50. 1. Under the previous hypotheses

5(X) = 3 | det(®)] (2.15)
b

as b runs over all bases that one can extract from X.

2. Assume that the lattice A C R® has covolume 1, that is, an integral basis of
A has determinant £1. Let xo be a point outside the cut locus (cf. Definition
1.54). Then (B(X) — x0) N A consists of 6(X) points.
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Proof. 1. The volume of ITy(b) equals | det(b)|. Thus statement 1 follows from
Theorem 2.48.

Observe that, in the case of a lattice A of covolume 1 and b C A, the
number | det(b)| is a positive integer equal to the index in A of the sublattice
generated by b.

2. By definition, pu + xg does not lie in the cut locus for every p € A.
On the other hand the boundary of each parallelepiped IT,(b) lies in the cut
locus; thus (IT)(b) —x0)NA is contained in the interior of IT)(b). It is therefore
enough to see that (ITx(b) — xg) N A consists of | det(b)| points, and summing
over all parallelepipeds, we obtain our claim.

For a given parallelepiped, let IT denote the interior of IT, (b) —xg. Since xg
does not lie in the cut locus, the intersection {ay,...,ar} := AN (IIx(b) — zo)
is contained in II. Let M be the lattice generated by b. We have that the
union Uge s (o + H) is a disjoint union and contains A. Thus A is the disjoint
union of the cosets a; + M. This means that the a; form a full set of coset
representatives of M in A; in particular, k = [A : M] = | det(b)|, which is the
volume of ITy(b).

In general, the computation of §(X) is rather cumbersome, but there is a

special case in which this can be expressed by a simple determinantal formula.

Definition 2.51. The list X is called unimodular if | det(b)| = 1 for all bases
extracted from X.

In the unimodular case case §(X) equals the number of bases that one can
extract from X. This number, which will always be denoted by d(X), also
plays a role in the theory.

Proposition 2.52. Let X be unimodular and A := X X*. Then
0(X) =d(X) = det(A). (2.16)
Proof. By Binet’s formula we have

det(A) =Y [ det(b)[*. (2.17)
b

So if | det(b)| = 1 for all bases, the claim follows.

We have seen that interesting unimodular arrangements exist associated to
graphs (cf. Corollary 2.16).

In general, for X in a lattice of covolume 1 we have d(X) < §(X) and
d(X) = 46(X) if and only if X is unimodular.

Ezample 2.53. In the next example,

101-121
011112

?

x|

we have 15 bases and 15 parallelograms.



We pave the box inductively:

. 10
Start with 01
101
Then ‘011
101 -1
011 1

101-12
01111

2.3 Zonotopes

53



54 2 Hyperplane Arrangements

Finally, X = ’101_121‘

011112

Fig. 2.3. The final paving

Remark 2.54. (1) The parallelepipeds involved in the paving have in general
different volumes, given by the absolute value of the determinant of the cor-
responding basis (in our example we get areas 1, 2, 3).

(2) The paving of the box that we have presented is given by an algorithm
that depends on the ordering of the vectors in X.

(3) Different orderings may give rise to different pavings.

For instance, for the three vectors ey, es, €1 + e one can easily verify that we

may obtain two different pavings from six different orderings.

110
011
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2.4 Root Systems

2.4.1 The Shifted Box

We want to make explicit many of the previous ideas in the particularly in-
teresting case in which the list X coincides with the positive roots of a root
system. For details about root systems one can consult [67].

Let R be a root system spanning a Euclidean space E of dimension r with
Weyl group W acting by isometries. We choose a set R of positive roots.
Let A = {aj,...,a,} be the set of simple roots and P = {py,...,p,} the
basis dual to A. We denote by C' the fundamental Weyl chamber

C= {v € Ejv = Zami,az‘ > 0}'
i=1

We want to discuss some properties of the zonotope B(X) for X = R*. In
order to do so it is convenient to shift it by the element px = %Zae R+ O
and study B(X) — px. It is well known that px is an object that plays a
fundamental role in the theory.” We need some preliminaries.

For a given w € W set X,, := {a € X |w(a) € —X}, so that with the
notation of Section 2.3.1, w(px) = Px, = %(ZaeFH\XW = nex, @)

There is a characterization of the subsets X,,. Define the convezity prop-
erty for a subset A C X to be that for all o, 8 € A, the condition o + § € X
implies a4 8 € A. We then have the following result (see [85], or [72], Propo-
sition 5.10).

Proposition 2.55. A set S C X is of the form X, if and only if S and X\ S
satisfy the convexity property.

Theorem 2.56. If X is the set of positive roots of a root system, then
B(X) — px coincides with the convex envelope of the W-orbit of px.

Proof. We know by Remark 2.38 that B(X) — px coincides with the convex
envelope of the elements Pg, S C X. Thus it suffices to show that if S is not
of the form X, then Pg is not an extremal point of B(X) — px. Take S
such that either S or X \ S does not satisfy the convexity property. Assume,
for instance, that S does not satisfy it, the argument being similar for X \ S.
There are o, 3 € S with o« + 8 € X\ S. Consider now S’ = SU {a + §}
and S” = S\ {a,(}. Then Py = Ps + a+ 8 and Ps» = Ps — a — . Thus
Ps = %PS/ + %Psu is not extremal.

Remark 2.57. The convex envelope of the W-orbit of px is a remarkable poly-

tope, known in the literature as a generalized permutohedron.'®

9px is a very fundamental and ubiquitous object in Lie theory.
0The usual permutohedron is obtained in the case A,.
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We are now going to illustrate various computations for root systems. By
the general theory it is enough to discuss the case of an irreducible root system
R of rank s.

The following table gives information on the numbers m(X), d(X), §(X):

Type|mrs |m(X) |d(X) 0(X)

As | As—1|s (s+ 1)1 (s+ 1)1

D, | Ds_1|2(s—1)|d(s) o(s)

Bs | Bs_1]2s—1 |b(s) B(s)

C, Cs—1|25s—1 |b(s) ~(s)

Go Ay 5 15 24

Fy B3 15 7560 12462

Es |Ds |16 846720 895536

Fr FEg 27 221714415 248454360

Ly by o7 348607121625 | 438191214480

We start with the computation of m(X). A cocircuit is the complement
in X = R of a hyperplane spanned by some of is elements. In particular, a
cocircuit is the set of positive roots which do not lie in a root system of rank
s — 1 contained in R.

Thus in order to compute m(X) we need to find a proper root system
contained in R of maximal cardinality. This is achieved by a simple case-by-
case analysis. The column mrs lists the type of a sub-root system of rank s —1
having maximal cardinality.

We now pass to the computation of d(X) and 6(X).

A possible way to compute the volume §(X) is to use formula (2.15). This
is not very efficient, since one needs to enumerate all bases b that can be
extracted from X and for each such basis determine | det(b)|. Of course, with
this method one also computes d(X).

Let us do this in the case of classical groups.

1. Type As_i. In this case the positive roots e; —e;, 1 < ¢ < j < s,
correspond to the edges of the complete graph on s elements. Thus the bases
extracted from the list correspond to maximal trees, that is trees with s labeled
vertices (Proposition 2.13 ), and by Cauchy’s formula and unimodularity,
d(X)=686(X)=(s+1)5"L

2. Type D;. The positive roots now are the vectors e; +e;,e; —ej, i < j.
They can be interpreted as the edges of the complete graph on s elements
marked by either + or —.

In this case one reasons as in Proposition 2.13 and verifies that a subset
of the roots, thought of as marked graph, is a basis if and only if:

(a) It contains all vertices.
(b) Each connected component contains a unique cycle in which the number
of occurrences of + is odd.

3. Type Bs, C; are dual types, the positive roots in the B case are the vectors
eitej,e;—ej, 1 < j,e;, while in the C; case, they are the vectors e;+-e¢;, e;—e;,
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i < j,2e;. Besides the marked edges the element e; (resp. 2¢;) can be thought
of as a cycle at the vertex i that we mark by +.

In this case one easily verifies that a subset of the roots, thought of as a
marked graph, is a basis if and only if:

(a) Tt contains all vertices.
(b) Each connected component contains a unique cycle in which the number
of occurrences of + is odd.

A recursive formula for d(X) and 6(X) can be deduced as follows.

There is a general method to pass from connected graphs to any type of
graph.

For any type of admissible graph let ¢s count the number of connected
admissible graphs on s vertices. The number by of marked graphs on s vertices
all of whose connected components are admissible is

. 5' k1 ko
bs = > T 1Pt kg 121F2 - feylthe -1 2
k1+2ko+3ks+---=s
Therefore
s bn n > Cii
log (Z it ) =y 5t (2.18)
n=0 i=0

It is easy to develop recursive formulas for d(X), §(X) in the classical cases by
this method, but we are going to explain, in the following section, a different
method that easily allows us to compute both d(X) and §(X) in all cases in
terms of the same invariants for maximal parabolic subsystems.

2.4.2 The Volume of B(X)

As in the previous section, let X be the set of positive roots in a root system
with simple roots A = {a1,...,as}. Given a subset I C A and a simple root
o € I, we let X1, equal the set of positive roots in the root system spanned
by I whose support contains a. We set my o = |X | and z7 o equal to the
sum over all the roots 8 € X7 o of the coefficient of o in the expression of 3
in the basis I. Given a permutation o of A, we define, for 1 < k < s, the
subset Iy = {o(ayg),...,0(as)} and set

s—1 s—1
me = H m]k,a(ak), g ‘= H ZIk,O’((Xk)' (219)
k=1 k=1

Theorem 2.58. We have the following expressions for d(X) and §(X)

W w
d(X) = |23‘, > me, (X)) = le >

ceSa ceSa
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Proof. The proofs of the two formulas are very similar. Let us start with the
case of d(X).
Consider the set

= ({b1,..,bs_1},bs, 8),

where {b1,...,bs_1,bs} is a basis extracted from R out of which we have
chosen an element by, and ¢ is a vector of norm 1 orthogonal to {by,...,bs_1}.
Clearly, since R = X U —X, this set is formed by 2°T1sd(X) elements. We
are now going to count this number in a different way. We use the fact that
the fundamental Weyl chamber C' is a fundamental domain for the action of
W, so each such element can be carried into one in which ¢ € C. Since the
set of roots orthogonal to ¢ spans a hyperplane, we must have that ¢ lies in
one of the s half-lines ¢; generated by the fundamental weights w; and the
intersection of s — 1 walls. This determines ¢ = w;/|w;|. Thus § = U;S;
where S; is the subset where ¢ = w;/|w;|. The stabilizer of w; /|w;| is the Weyl
subgroup W; of the root system R; obtained by removing the i-th node of the
Dynkin diagram. On the other hand, if X; denote the positive roots of R;,
clearly the set S; is formed by 257 1d(X;)|R— R;| = 2°d(X;)| X — X;| elements.
We deduce

= o Z |W| X — X;|d(X;). (2.20)

A simple induction gives the required expression for d(X).

We now pass to the expression for §(X).

We use the fact that the boundary of the polytope B(X) — p (convex
envelope of the W orbit of p) is decomposed into s orbits under W, where
s is the rank of the root system. For each node i of the Dynkin diagram,
the convex envelope of W;p is a face F; stabilized exactly by W;. Its orbit
consists of |[W/W;| distinct faces. As ¢ varies over all nodes we obtain all the
codimension-one faces exactly once. Thus the volume of B(X) — p is the sum
of the volumes of the pyramids P; with bases the faces F; and their transforms.
In order to compute it we make several remarks.

First we are computing volumes assuming that the root lattice has covol-
ume 1. Suppose we compute volumes using any W-invariant scalar product.
Then we have a different normalization and we need to multiply the previous
volume by the square root ¢2 of the determinant ¢ = det(M) of the matrix
M = (a3, a;)).

We now compute using the metric structure. If v; is the volume (relative)
of the face H;, and h; the height of the corresponding pyramid, we have the
formula

_1 W] hiv;
X)=c2 .
)

We need to compute h;,v;. The barycenter of F; is a vector fixed under W;.
Now by general facts such a vector is necessarily a multiple of the fundamental
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weight w;. The orthogonal projection of F; to the subspace orthogonal to w; is
an isometry, and one easily sees that F; maps to the corresponding polytope
B(X;) — p; for the root system R;. Thus we may assume that this has been

1
computed by induction, and we have v; = ¢26(X;). As for the height, we have
to project p on the line generated by w;, and we obtain (p, w;)/(w;, w;)w;. Thus
1
hi = (p,wi)/(wi,w;)? and

4w H(pu)d(x)
o) = oA

Let us compute h;. By homogeneity we can substitute w; with its positive
multiple p; having the property that (p;,a;) = 6;;. We claim that ¢; =
c(pi, pi). Indeed, the elements (p;,p;) are the entries of the M~!. Thus the
identity ¢;/c = (pi, p:) is the usual expression of the entries of the inverse as
cofactors divided by the determinant. To finish the analysis of our formula,
we have p = % > acx @ and for any root «, (,p;) equals the coefficient of «;
in the expansion of « in the basis of simple roots. Thus if P; is the positive
integer sum of all these coordinates, we finally have the following

\WI
=5 Z i (2.21)

Again a simple induction gives the required expression for 6(X).

It is clear that the previous formula can be expanded and generalized to give
a formula for the volume of the convex hull of the W-orbit of any given vector
v in Euclidean space.

Fix a vector v € E. We define for any subset I C A the vector vy as the
orthogonal projection of v in the subspace E; spanned by the set of simple
roots in I. Given a complete flag of subsets

f=(LhiclhcCc---Cly_y Cl,=A),
with |I,| = h, we define the sequence of vectors (uf,...,ul_|) by setting
u£ = vy, — vy, , (uf =v7,). We then set

r

1
zp =[] (uf )2

j=1

Now take v in the interior of C' and denote by P, the convex hull of the
orbit of v under W.

Proposition 2.59. Let F be the set of all complete flags in {1,2,...,s}. The

volume of P, equals
W] 3

fer
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Proof. We proceed by induction on s. If s = 1 then P, is the segment [—v,v],
there is a unique flag, and v/ = v. Thus formula (2.22) gives 2(v,v)2 that is
indeed the length of the segment [—v, v].

Passing to the general case, let us start by remarking that the volume
Vol(P,) of P, is the sum of the volumes of the pyramids with bases the faces
of codimension-one and vertex the origin. If we take such a face F, one knows,
by the theory of root systems, that there are a unique 7 € {1,2,...,s} and a
unique coset Xp C W/W; with W; equal to the subgroup of W generated by
the simple reflections s;, j # 4, such that for any w € X, wF is the face F;
given by the convex hull of the W; orbit of v.

Thus, if we denote by II; the pyramid with basis F; and vertex at the
origin, we get

Vol(P, Z Vol(IT,

Now notice that the face F; is parallel to the hyperplane spanned by the roots
A; := A\ {o;}. Thus its volume equals that of its orthogonal projection on
this hyperplane, that is, the volume of P, , . Also, the height of II; is clearly
the segment [0,v — v4,]; thus

N|=

1
Vol(IT;) = ;VOI(P,UAi)(v — VA,V —VA,)2.

Substituting, we get

Vol(P, ZVOI wa, ) (V= VA,V — Ai)% (2.23)
i=1

We now use the inductive hypothesis. Take for a fixed i = 1,...,s the set
F; of flags of subsets of A;. We can think of this set as the set of flags
f=U0Lclbc--Clgy ClI) in A with I,_; = A;. For such a flag,
uf = v —wv,,, and by the inductive hypothesis,

_ IWI
Vol(P,5,) = ,Z Er—
f€.7: Ay U A;

[N

This and formula (2.23) clearly give our claim.

A simple computation gives the following

FEzample 2.60. We have the recursive formulas:
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) =Y 2t - men (1) 25 ),
h=1

S

S

s—2
i(s) = Z 5(s — h)(2h)" 1 (Z) Zohol +(25)52(s — 1),
h=1

d(s) = [5_:2(21')“ C) (45 — 3i — 1)d(s — i) + (25)* (s — 1)} ,

- () e
n 2*“—2(M — 2) (s —1)"3 + 29" 2(s + 1)s°~2,

For type A one gets the identity

1< 1
(S_"_l)s—l:zsz(s'}: >hh_1(8—h-‘r1)s_h.
h=1

2.4.3 The External Activity and Tutte Polynomials

In this section we are going to give the generating functions for both the Tutte
and the external activity polynomials, defined in formulas (2.3) and (2.7), for
classical root systems, and in exceptional cases, their explicit expression. This
computations for type A, were done by Tutte in [114] and for other classical
groups by Ardila [4] by a different method.

We follow the method explained in Section 2.2.5, so we first express the
external activity polynomial in terms of the external activity polynomial of
complete subsystems using formula (2.10). After this. we use formula (2.9)
to get the Tutte polynomials. As we have already mentioned, in order to use
this formula, we need know all proper complete subsystems, and for this we
use the results and tables contained in [84].

1. Type As_1. We are in the subspace of R® where the sum of coordinates
is 0. Here a space of the arrangement is determined by a partition of the set
[1,---,s]. To such a partition we associate the subspace in which the coor-
dinates are equal on each part. If the partition is of type 17122 ... nls with
S ?_, hii = s, we have that the corresponding root system is A A2 ... Al |
with rank Y7_ (i — 1)h; (here and later Ay will have external activity equal
to 1). There are exactly

s!
hi!11hipgl2he o slhs
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such subspaces, so that if we denote by e,(y) the external activity of A,_q,
we have, by formula (2.10),

S0

s!

_ Z (y — 1)Zima =D er(y)rea(y) - -es(y)
- hihg-hs | 32721 hit Y hil1lhipyl2the oo p tglhs
1ha-hs i—1 hit=s

Writing the generating function, we get

=y
> "
n=0 ’

_y o 5 e )" [ = Dealw))" - [y = )" el

T 1 g 120 — - oy Tl
n=0  hyha---hy, | >0 hii=n ! 2 "

= exp (Ztl —)” 1ez(y)>

)it o0 %)

Ztl — D" ey log(Zt"yn| ). (2.24)

n=0

We can also rewrite this identity, if for ¢ we substitute t/(y — 1), as

n

= e e ny(5)
1;t’,§!y)—log(2(yil) %)

n=0

For the Tutte polynomial T}, (z,y) of A,,_1 we have

itn T"(xay)
n!
=1
Sy (2= DT ey ea(y) o)
o hil11h1pgyl2the oo Inthn

n=1 hiho---hy, | Z?:l h;i=n

eXp(ZzMi(m—li%)_l ) (ETOLO:O( tl)nyi.)>(y 1)(z— 1)_1

r—1 rx—1

2. Types By, Ds. We are in R®. In type D;, the hyperplanes are those of
equations x; = x; = 0, ¢ # j, while in B, we have also the equations z; = 0.
In both cases we may take permutations of coordinates and sign changes as
group of symmetries of the arrangement (this group coincides with the Weyl
group in type B, while in type D, it contains the Weyl group as a subgroup
of index 2).



2.4 Root Systems 63

Here a space of the arrangement is determined, up to sign changes, by
a subset A of [1,---,s] where the coordinates are 0, that in case D, if
nonempty must contain at least two elements, and a partition of the set
[1,---,s] \ A, where the coordinates are equal on each part. If & = |A] and
1hghz ... (s — k)rs—+ with Zf;f h;i = s — k are the sizes of the parts of the
partition, we have that the corresponding root system is B;CA(})“A}f2 e Agfk"_l
or DkAglA'f? e Agi‘k’“_l. There are exactly

9s—(k+hithot-+hs_x) g
Elh 111 pg12he oo M (s — K) sk

such subspaces, so that if we denote by bs(y), ds(y) the external activity poly-
nomials of Bg, D, we have, by formula (2.10),

v _ DY+, G-nms 06 (Y) T
B oo = 2 WD 1 2k ! H h']'h

kST F hyi=s—k J=1

b LE = T goyemhemdl ﬁ
ST sl T 2k ! (h; 'J'h

k#1525 7F hyi=s—k

In term of generating functions we have

ynQ n __ kbk: 7 l(y)
ﬁt = [Z(t(y—l Qkk'}eXpZt

y n 7 Z y
" = | et 1 G ey )

k#1

whence, applying formula (2.24) we deduce

S5 -5 () [

k n n=0
d n(n—1) 0 (Z) -3
2ty =) 2kk(li/v) =2 <y2nn' tn) {Ztn ynl }
k#1 n n=0

Now for the Tutte polynomials let us denote by T2 (z,y), TP (x,y) the two
series.
We have for type Bs,

77 (z,y) 1) b br(y
- - Z 2°(z ~ okl H h lth

s!
kS ZF hii=s—k
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For type D;, we have for s = 1:

TP (z,y) n W) T
S Z 2@ —1)> ok ! H h |j|h
k#1302 F hii=s—k J=1

For s = 1 we still use the formula and reset by abuse of notation T =z — 1.
In terms of generating functions we get

Xn: T27(1n| (1 + Ztk 2] ) Xp (zzjt - _zli)!ei(y))
n? n o0 n () PRy e nqy(5)
(Z 5 ) N ) ) (2 =) )

y=D(z=1)
2

n!
n n=0
(LGRS )y
2nnl\y —1 y—1 n!

’ h=2 i
E y?:nf( t >”><§<yi1>"y,i?>%<§_’;<yil>"yi?>““
( ) ) ) T
Summasizing,

i((y e Tnlng) (Z t”y(w)_) (f_l)(x_” _1

zk: (- 1)0”’;3’) - (zn: y:'tn) (2(%),,;/5?) -1
S (5 (S t)
3 (000 5 = (S (S )
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n(n—1) y(3)

(y=D(z=1)—1
2

Notice that when we set x = 1 in the generating series of Tutte polynomials,
we get the generating series of external activity.
Under the change of variable ¢ := (x — 1)(y — 1),y with inverse x =

qZﬂIl ,y, one recovers the formulas of Ardila [4], that are expressed in terms

of the coboundary polynomial introduced by Crapo [36], for a matroid M =
(X, I). If X is of rank r, the coboundary polynomial is

Xa,y) = > (x— 1) PNy — 1)l

ACX

The coboundary polynomial is related to the Tutte polynomial by the identity

Roy) = (- 17T (0, T2 ),
y—1

Since the external activity and Tutte polynomials depend on the list of vectors
only up to scale, type C, (where the elements z; are replaced by 2z;) is
identical to type B, for these computations.

For the exceptional groups one has to compute case by case using the
method explained in Section 2.2.5 and the tables in [84]. The results one
obtains are listed below.

2.4.4 Exceptional Types

We present the Tutte polynomials for exceptional root systems by a computer
assisted computation
For G5 the external activity is

5+4y+3y% +2y° +o*
The Tutte polynomial is
2 +4dz+4y+3y° +2y° + o
and 6(X) = 24, d(X) = 15, and m(X) = 5.

For F, the external activity is

385 + 700y + 85042 + 900y + 873 y* + 7929° + 6804° + 56047 + 455y% +
364 1% +286 40 +220 1t +165y'2 +120y'3 +84 44 +56y1° +35y'6 42047 +
10 y18 + 4y19 + y20'

The Tutte polynomial is

2407 + 12422 4+ 2023 + 2* + 240y + 392z y + 6822y + 508 y% + 324 v % +
1822 9% + 660y + 240z y> + 729y* + 1442 y* + 72095 + 7229 + 656 10 +
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241 9% 4+ 560y" + 45598 + 3649° + 286y + 220y + 165y + 12043 +
84y14 +56yl5 +35y16 +20y17+ 10y18 +4y19 +y207
and 6(X) = 12462, d(X) = 7560. In this case m(X) = 15.

For Eg the external activity is

12320 + 33600y + 54600 y* + 71200y + 81000 y* + 84240 ¢° + 82080y° +
76140 y7 4+ 68040 8 +58940 ¢y +49728 y10 440992 y! 433082 y'2 426172 '3 +
20322 y'* + 15504 y'® 4+ 11628 116 4 8568 y'7 + 6188 '8 44368 y'° + 3003 320 +
2002 y2t + 1287 122 + 792 y23 + 462 y** + 25292 + 126 125 + 56 127 + 21 28 +
6y29 + yso.

The Tutte polynomial is

5040 2+ 5004 22 +1900 23 +345 24 430 25 +2° 45040 y +17064 = y+9516 22 3+
1860 2 y+ 120 2 y+17100 % + 27660 = 2 +9030 22 y? +810 23 y2 + 32140 3 +
32220 2% + 657022 4% 4+ 27023 43 + 46125y* + 31140z y* + 373522 y* +
56250 ° 426226 2 y° 41764 12 y°+61380 ¢ +20034 2 ¢ +666 2 15 +61830 y7 +
14130 z y” + 180 22 37 + 58635 y® + 9360 x y® +45 22 48 + 53090 y° + 5850 x y° +
46290y + 3438z y'® + 39102y + 1890z y'! + 32137y'? + 945y +
25767 y'3 +405 2 '3 +20187 y'* + 135z ¢y + 15477 y® + 27 2 y'® + 11628 y16 +
8568 y'7+6188 y18+4368 3194-3003 120 +2002 y2! +1287 3224792 123 +-462 24 +
252y + 126 y25 + 56 y27 + 21y + 6y*° + ¢*0,

and §(X) = 895536,d(X) = 846720. In this case m(X) = 16.

For E; the external activity is

765765 + 2522520 1 4+ 4851000 32 + 7320600 4> + 9580725 y* + 11439540 4° +
12802020 y® + 1365000037 + 14026425 4y® + 13998600 y° + 1364580040 +
13047048y + 12273786 4'2 + 11386620 y'* + 10436139 y* + 9463104y +
8499015y '6+7567056y' 4668341818 4585900019 4+-51003543%0+4410540y >+
3789891922 43236688y %3 +2747745y>* +2318904y2° +1945440y26 +16223761%7 +
1344708y%® + 110754042 + 906192y/%0 + 736281y3" 4 593775432 + 47502043 +
376740134 + 29601043° + 230230436 + 177100437 4 134596y38 + 100947y3° +
74613y%0 + 54264y*! + 38760y*2 4+ 27132y*3 4+ 18564y ** + 123764*° + 8008y ¢ +
5005y47 + 3003y*® + 1716y* + 92450 + 462y°1 + 210y°2 + 84153 + 28y>* +
7y + .
The Tutte polynomial is

368640 x 4 290304 22 + 90944 23 4 14560 2* + 1260 2° + 56 2° + 27 + 368640y +
1340928 2 y + 672000 22 y + 129696 23 3y + 10920 2* y + 336 2° y + 1419264 3> +
24984962y% + 83160022y + 9786023y + 378024 y? + 3046400y + 34098402 y> +
8013602213 + 6174023y + 12602 y3 +4959360y* + 39236402y + 66654022 y* +
31185x3y* +6864480y° +40554362y° + 5052602215 4+ 1436423y° + 854985616 +
389209815 43549002215 4516623y +9886584y 7 +35298962y " 423226022y 7 +
126023y" 4+ 10815720y° + 30654902y + 1449002%y® + 31523y® + 11339440y° +
2573060 z ¢ + 86100 22 ¢ + 1149624040 + 2100588 z 40 + 48972 22 y'° +
11344368 y'' 4 1676220 z y'* + 26460 22 y'' + 10949456 4y'2 4 1311100 = y*2 +
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13230 2% '2 + 10374840 y'3 + 10061102 y*3 + 5670 22 y'3 + 9676584 y'4 +
7576652y + 189022y 48902578y 0 4 560148xy® + 37822y > 48092350y 6 +
4066652y 647277256y 7 +2898002y ' 7 +6481048y184+-2023702y84-5720820 7+
1381802y 45008332120 492022220 +4350956y2" +59584xy>! +3752532y%2 +
373592972 4 3214134123 4 225542123 + 2734746y>* + 129992124 4 2311848125 +
7056  2° +1941912 426 + 3528 2 y25 + 1620808 327 + 1568 27 + 1344120 y8 +
588 %8 + 1107372y + 168z ¢ + 90616430 + 28 x930 + 73628113 +
593775 132 + 475020 13 + 376740 y>* 4+ 296010 3° 4- 230230 36 4- 177100 337 +
134596 4% + 100947 y39 + 74613 y*0 + 54264 y*' + 38760 y*? + 27132y*3 +
18564 y** + 12376 y*> + 8008 y*6 + 5005 y*7 + 3003 y*® + 1716 y*° + 924 4°0 +
4625t + 2109°2 + 84 453 + 28 y®4 + Ty + ¢°F,

and 6(X) = 248454360,d(X) = 221714415. In this case m(X) = 27.

For Fg the external activity is

215656441 + 832880048 3y + 1846820976 42 4 3154271120 > + 4616982370 y* +
6116101992y°4+7560167076y% 8882835192y ™410042185195y%+11014370920y*+
11790836876 40 + 12374757528 y1t + 12777173066 y'? + 13013665000 '3 +
13102173000 4 + 13061395200 '° + 12909698025 46 + 12664461600 47 +
12341786800 4'® + 11956490000 ' + 11522046984 12° + 11050547072 y>" +
10552683964 y%2 + 10037779560 y>3 + 9513837015 y%* 4 8987619288 y*° +
8464749444 126 4+ 7949828968 %7 + 744656171052 + 6957871080y° +
6486009452 130 + 6032658736 y>1 + 5599021077 y32 + 5185898640932 +
4793761440 3% + 442280217645° + 4072982628 y%0 + 3744072816 137 +
3435684120 3% + 3147297560739 + 28782884354%0 + 2627948520 ¢%! +
2395505940 y*2 + 2180142840 y*3 + 1981010970y** + 1797245304 y*° +
1627975812446 + 1472337504 9*7 + 1329478865 y*® + 1198568800 y*° +
1078802208y°°4+-969404304y°' +869633808y°%+7787851201°3 4696189600y °* +
621216072y°° +5532706711°% +491796152y°7 +4362707801°% +386206920y°% 4
341149446359 4300674088151 4-264385836192 4-231917400%%3 +-202927725¢%4 +
177100560 y%° 4154143080 30 +133784560 57 +115775100 458499884400 3%+
85900584 470 + 73629072471 + 62891499 372 + 53524680 373 + 45379620 y7* +
38320568 y7° + 32224114 476 + 26978328 377 + 22481940 y7® + 1864356017 +
15380937 %0 + 12620256 y®' + 10295472482 + 8347680 ¢5% + 6724520¢8* +
5379616y55+4272048y%5+33658561°7 +2629575y8+20358004% +1560780y°°+
1184040 4! + 888030 %2 + 657800 %2 + 480700 y* + 346104 % + 245157 y6 +
170544 y°7 + 116280 y*® 4 77520 %2 + 50388 y190 + 31824 y'01 4 19448 4102 +
11440 3193 46435 y194 + 34329105 41716 1196 + 792 4197 +-330 198 + 120 y1° +
36 y110 + 8y111 + y112.

The Tutte polynomial is
127733760 x + 70154496 22 + 15748992 23 4 1883728 * + 130144 2° + 5208 26 +
11227 + 28 + 127733760 y + 487014912 2 yy + 187062912 22 y + 28823872 23 y +
2164512 2% y + 78960 2%y + 112028y + 544594176 y> + 995541120z y? +
275866080 2 4y%+29436960 23 42 +1359960 x* 42 +22680 2° 42 +1298666880 >+
1513341760 = 43 +316755040 22 113 +24726240 2> y34+773640 24 4> +7560 2° >+
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2337363280y*419443916802y*+31659012022y*+1828512023y*+352170x*y* +
35585625601°+2252074608x1°+-292502448121° +1280260823y° +15976824 1"+
4858714728y +2436564312xy° + 256396392220 + 843595223 4+ 556922410 4
6151371912y7 +2510748360xy” +2154859202%y " + 521640023y 4+ 126002y +
73693793251° + 24941455202y8 4 1755324002%y8 4 312480023y® + 31502495 +
8465594760y°+24076673602y°+13931960022y*+178920023y*+94097653163 O+
2271720360 x y'° + 108358320 22 y1° + 992880 23 y'* + 10186403808 y*!
2104854360 x y'* + 8297016022y it + 52920023yt + 10792181106 y'2
1922032000  y'2 4 62695360 2 y12 + 264600 23 y12 + 11232554200 y'3
1734243840 x y*? + 46753560 22 y'3 + 1134002° y'3 + 11518581060y
1549144080 z y'* + 34410060 22y ot + 37800 z3 y14 + 11664558360 y'°
1371840000 z y° + 24989280 z2 y15 + 7560 23 y*° + 11686317405 y'6 +
1205492400 x y'0 4 17888220 22 y*® + 11600023680 y'7 + 1051848000 z y'7 +
12589920 22 417 + 11421406080 ylS + 911703800z y'® + 8676920 2% y'® +
111653418804 + 785303400z ' 4 584472022y + 10845723504 y%° +
672483840 x y*° + 3839640 22 y2° + 10475351712 y21 + 572741440 x 2! +
2453920 2% 2!+ 10065843904 y22 + 485319240422 + 1520820 22 y?2 +
9627584040 %3 + 409285800 x y** + 90972022 y** + 9169710435y%* +
34360536027%4-52122022y%4-8700137688y%54-287199360 x y>°+28224022y>+
8225609004425 + 238999320z y*¢ + 14112022 y*¢ + 7751775168 427 +
1979910802127 + 6272022927 4 7283296430y% + 163241760xy28 42352022928 +
682395492012%4-1339094402y%°4+672022y2°+6376765212y30+1092431202y3° +
112022930 4-59440782163> +885805202y3" +5527677357y>2 4713437202y +
5128866000 432 + 570326407 y3% + 47485450803 + 45216360 x y3* +
4387279896 3%° + 35522280z 1%° 4 4045355028430 + 27627600430 +
3722820816 %7 + 212520002 337 + 3419532600438 + 16151520438 +
3135183920y%9+1211364021y39428693348751*0+8953560y*°4+2621436840y*! +
6511680zy*! +2390854740y*2 +4651200xy*2 + 2176887000y *% 4+ 32558402y* +
1978783290y444-22276802y4*4-1795760184y*°+14851202y*°+1627014852y6 +
96096026 41471736904 3*7 4+ 600600 = y*7 + 1329118505 y*& + 360360 x y*& +
1198362880 4% +205920 x y*° 41078691328 31°°+110880 z 31°° +969348864 > +
55440 z y°1 + 869608608 y°2 + 25200 x y°2 + 7787750404°% + 10080 x °% +
696186240 4°* + 3360z y°* + 6212152324%° + 840z y°® + 553270551 3y°¢ +
120 2 % + 491796152 3°7 + 436270780 3°% + 386206920 °° + 341149446 350 +
300674088y51 +2643858361%2 +231917400y53 4202927725104 +177100560y5° 4
154143080 /%6 4133784560 157 4115775100 58 4-99884400 /%9 + 85900584 y™° +
73629072 47! + 62891499 372 + 53524680 y73 + 45379620 y™* + 38320568 y7° +
32224114470 + 26978328 77 + 22481940 378 + 18643560 3™ + 15380937 y3° +
12620256 y®1 + 10295472 432 + 834768043 + 67245204%* + 5379616 y5° +
4272048130 +336585695™4-2629575y%5+2035800y5° +1560780y° 41184040y +
888030 492 + 657800 ¢ + 480700 y* + 346104 y°° + 245157 y°6 + 170544 °7 +
116280 y?8 + 77520 4% + 50388 100 4 31824 y101 + 19448 4102 4 11440 y103 +
6435410% + 34324105 + 1716 196 4 792 4197 4 3304198 4 1204199 + 36 y'10 +
8y111 + y112,

and 6(X) = 438191214480, d(X) = 348607121625. In this case m(X) = 57.

+ 4+t
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Fourier and Laplace Transforms

This short chapter collects a few basic facts of analysis needed for the topics
discussed in this book.

3.1 First Definitions

3.1.1 Algebraic Fourier Transform

In this chapter, by vector space we shall mean a finite-dimensional vector
space over the field of real numbers R. It is convenient to take an intrinsic
and basis-free approach.

Let us fix an s-dimensional vector space U, and denote by V' := U* its dual.
As usual, we also think of U as the dual of V. We identify the symmetric
algebra S[V] with the ring of polynomial functions on U.

This algebra can also be viewed as the algebra of polynomial differential
operators on V with constant coefficients. Indeed, given a vector v € V, we
denote by D, the corresponding directional derivative defined by

df (z + tv)

Dof(w) := dt t=0

Observe that if ¢ € U is a linear function (on V'), we have (¢ |z + tv) =
(¢p|x)+t(¢|v). Thus D, is algebraically characterized, on S[U], as the deriva-
tion that on each element ¢ € U takes the value (¢ |v). It follows that S[V]
can be thus identified with the ring of differential operators that can be ex-
pressed as polynomials in the D,,.

Similarly, S[U] is the ring of polynomial functions on V, or polynomial
differential operators on U with constant coefficients.

It is often very convenient to work over the complex numbers and use the
complexified spaces

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 69
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_3,
© Springer Science+Business Media, LLC 2010



70 3 Fourier and Laplace Transforms
Ve =V ®rC, Uc:=U®gC=hom(V,C).

One can organize all these facts in the algebraic language of the Fourier trans-
form. Let us introduce the Weyl algebras W (V), W (U) of differential opera-
tors with complex polynomial coefficients on V' and U respectively. Choose
explicit coordinates z1,...,xs for U, that is, a basis x; for V, the dual basis

in U is given by 8%1,...,3% and:

0 0

= =R e X ey — |-
W(U) W<S) X1, y L 81'1 (9.’175

Notice that from a purely algebraic point of view they are both generated by
V @& U. In the coordinates x1,...,xs, for a multi-index « := {hq,...,hs},
h; € N, one sets

h hs
a._ h hs 9% = om 9
%=yt ale, = .

0x1 0x

One easily proves that the elements z*9° form a basis of W(s), in other
words, as a vector space we have that W(U) and W(V) equal the tensor
product S[U] @ S[V].

In the first case, V is thought of as the space of directional derivatives and
then we write D,, instead of v, and U is thought of as the linear functions. In
W(U) the two roles are exchanged.

The relevant commutation relations are

[Dy,¢] = (¢|v),  [Dg,v] = (v]$) = (¢]v), (3.1)
and we have a canonical isomorphism of algebras
F-WWV)—=>W(U), D,——-v, ¢~ Dy.

One usually writes a instead of F(a).

This allows us, given a module M over W (V) (resp. over W (U)) to consider
its Fourier transform M. This is the same vector space M, whose elements
we shall denote by 772, and it is considered as a module over W (U) (resp. over
W(V)) by the formula a.m := am.

In coordinates the automorphism F is then

0 0
F xiH%’ axl

= —;.

3.1.2 Laplace Transform

We use Fourier transforms as an essentially algebraic tool. The fact is that
for the purpose of this theory, the Fourier transform is essentially a duality
between polynomials and differential operators with constant coefficients. As
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long as one has to perform only algebraic manipulations, one can avoid difficult
issues of convergence and the use of various forms of algebraic or geometric
duality (given by residues) is sufficient.

Nevertheless, we shall use some elementary analytic facts that we shall
present in the language of Laplace transforms. This avoids cluttering the
notation with unnecessary ’s.

Our conventions for Laplace transforms are the following. With the no-
tation of the previous section, fix a Euclidean structure on V that induces
Lebesgue measures dv,du on V, U and all their linear subspaces. We set

Lf(u) := /Ve_<“|”>f(v)dv. (3.2)

Then L maps suitable functions on V' to functions on U; a precise definition
is given below. To start, if f is a C°° function with compact support, (3.2)
is well-defined. We have the following basic properties when p € U,w € V,
writing p for the linear function (p|v), and D,, for the derivative on V' in the
direction of w, (and dually on U):

L(Dw f)(u) =wLf(u), L(pf)(u) = =DpLf(u), (3-3)
L(e"f)(u) =Lf(u—p), L(f(v +w))(u) = e”Lf(u). (3.4)

3.1.3 Tempered Distributions

In order for the formula (3.2) to have a correct analytic meaning, it is necessary
to impose restrictions on the functions f(v), but the restriction that f be C*>
with compact support is too strong for the applications we have in mind. One
very convenient setting, which we shall use systematically, is given by the
analytic language of tempered distributions (cf. [97], [98], [99], [121]).

Definition 3.1. The Schwartz space S is the space of smooth C*° and rapidly
decreasing functions f on R®. That is, such that for every pair of multi-indices
a, B one has that 2*0° f is a bounded function.

It follows easily that |2*0° f| takes a maximal value, which will be denoted
by |f|a,s- This is a family of seminorms on S that induces a topology on S,
and

Definition 3.2. A tempered distribution is a linear functional on S continuous
under all these seminorms.

Remark 3.3. We have used coordinates to fix explicitly the seminorms, but
one could have given a coordinate-free definition using monomials in linear
functions ¢ and derivatives D,,.

By definition, the Schwartz space is a module over the Weyl algebra W (s)
of differential operators. By duality, so is the space of tempered distributions
via the formulas
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T = {Tlaf), (o

>:*<T|aal

f>. (3.5)

The usual Fourier transform is
Flu) = (2m) /2 / ¢ 1) £ () do. (3.6)
%4

A basic fact of the Fourier analysis (cf. [121]), is that the Fourier transform
is an isomorphism of S to itself (as a topological vector space) and thus it
induces, by duality, a Fourier transform on the space of tempered distribu-
tions. We shall use this fact in order to describe certain special functions g
that are implicitly given by suitable formulas for the associated distribution
[ f9(0)f(v)dv.

We leave to the reader to make explicit the analogues of formulas (3.3)
that make explicit the compatibility of the Fourier transform with the W(s)
module structure on S.

We shall also use, in a superficial way, distributions on periodic functions,
that is the dual of C*° functions on a compact torus with a similar topology
as that of Schwartz space. In this case Fourier transform is a function on the
character group, a lattice A. The Fourier coefficients of C*° functions and of
distributions can be characterized by their decay or their growth at infinity;
see, for instance, [71].

3.1.4 Convolution

In our treatment, functions and distributions will be very special, and most
of their analytic properties can be verified directly. Nevertheless, we should
recall some basic general constructions, referring to [64] for the proofs.

The convolution of two L' functions on R® is defined by the formula

(f *9)a /f —y)dy

For two distributions 77 and T5, where T5 has compact support, the convo-
lution can be defined using the following fact. Given a function f € S, we
consider for each z the function f[z](y) := f(x — y) as a function of y and
apply to it the distribution To. We set (T3 * f)(z) := (T2 | flz]). Then Ty * f
belongs to S, so we can set

(T «To | fy .= {(Th | Ta = f).

Indeed, this definition is compatible with the definition of 75 * f once we think
of f as a distribution.
One has the following formula for Fourier transform

T1/*\T2 = T1T2-
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Although the product of two distributions is in general not well-defined, this
formula is justified by the fact that in this case T5 is a function. In fact, if one
restricts to distributions with compact support, one has unconditionally that
convolution of such distributions is an associative and commutative law and
Fourier transform is a homomorphism to holomorphic functions with respect
to usual multiplication.

Ezample 3.4. Let p € R® and let §, be the usual Dirac distribution at p:
(0p | f) := f(p). We then have §, * f(z) = f(x — p) for any function f. Thus
0o * T =T for all distributions 7', and by associativity d, * 6q = dp1q-

3.1.5 Laplace Versus Fourier Transform

If we take a C'* function g(x) with compact support, its Fourier transform
extends to a global holomorphic function. Then the Fourier transform is
connected with the Laplace transform by the formula

Lg(u) = (27)%/%§(iu). (3.7)

We need to generalize this relation. Take a list X := (a1,...,an) of
nonzero vectors in V. We assume that 0 is not in the convex hull of the
vectors in X so that C'(X) does not contain lines.

Define the dual cone C{(Y) of C(X):
C(X) = {ueUl|{ulv) >0, Vve C(X)}

This cone thus consists of the linear forms that are nonnegative on C'(X). Its
interior in not empty, since C'(X) contains no lines.

Take a function T'(v) of polynomial growth supported in C(X). Such
a function determines by integration a tempered distribution. Its Fourier
transform is defined, for f € S, by

<T | f) = /C(X)T(U)f(v)dv = (2%)75/2 /C(X)T(v)(/Ue““”>f(u)du)dv.

We would like to argue that T'(u) = (27)~*/2 fC(X) X1 (v)dv is a function,
so that

@11) =y |

U

(/C(X) ei(u\v>T(v)dv)f(u)du = / T(U)f(u)du

U

In fact, the integral fC(X) ei<“|”>T(v)dv may diverge, in which case the ex-
change of integrals is not justified. We then proceed as follows:

Proposition 3.5. (1) The formula
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T(z) := (27?)_8/2/ eI (p)dy = (27r)_s/2/ e~ W=l VP dy
c(x) C(X) 33)

defines an analytic function of the complex variable z = x + iy, in the

domain where y lies in the interior of C(X) and x € U.
(2) T is the weak limit (in the sense of distributions) of the family of functions

T(x +iy) of x, parametrized by y, as y — 0.

Proof. (1) The fact that 7'(z) is holomorphic in the described region follows
from the fact that the function e~ (¥~ U)T(v) is rapidly decreasing at infinity

-

when y lies in the interior of C(X).

(2) We claim now that 7" is the weak limit of the functions 7'( +iy) (each
for fixed y) in the space of tempered distributions. This means that if f is
any C* function in the Schwartz space S, we have

(T|f) = lim [ 7w +iy)f(z)de.
y—=0 Ju

Notice that formula (3.8) shows that given y, the function 7'(z 4 iy) is the
Fourier transform of the function 7),(v) := e~} T(v), which is easily seen
to be an L? function.

Since the Fourier transform is an isomorphism of the Schwartz space, T is
the weak limit of the functions T'(x 4 iy) if and only if lim, o T} = T in the
weak topology of tempered distributions. Thus we have to show that given a
Schwartz function f,

lim [ T,(v)f(v)dv = / T(v)f(v)dv.

y—0 N v

We have that lim,_,o Ty (v) = T'(v) pointwise and uniformly on compact sets.

For y in the interior of C'(X) we have |T,(v)| < |T'(v)|, Yv. By hypothesis,
there is an integer k£ and two positive numbers R, C such that, for points
outside the ball of radius R we have an estimate |T,(v)| < Clv|¥. Given
f €S, we can also find a radius, that we may assume to be equal to R, such
that if [v| > R we have |f(v)] < R~2*. Now given € > 0 we can choose R large
enough that | flv\>R Ty (v)f(v)dv| <€, Yy. On the other hand, by the uniform

convergence of T, to T on the ball |v| < R, we can find 7 such that when

o —

ly| <7, y in the interior of C'(X), we have | LU‘SR(T(’U) —Ty(v) f(v)dv| < e.
This proves the weak convergence.

Thus LT(z) := (27)%/2T(iz) is holomorphic for z = x + iy as long as «
lies in the interior of C(X). This is the sense in which we understand formula
(3.7).

We shall apply formula (3.2), defining the Laplace transform, to functions
(or distributions) supported in C(X) and with polynomial growth there. Thus
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by definition the Laplace transform will be a holomorphic function in the

region of complex vectors where the real part « lies in the interior of C(X).

In most examples these functions extend to a meromorphic functions with
poles on suitable hypersurfaces, as hyperplanes or tori. We shall also consid-
erthese functions as Laplace transforms.






4

Modules over the Weyl Algebra

All the modules over Weyl algebras that will appear are built out of some basic
irreducible modules, in the sense that they have finite composition series in
which only these modules appear. It is thus useful to give a quick description
of these modules. Denote by F' the base field (of characteristic 0) over which
V,U := V* are finite-dimensional vector spaces of dimension s. We can take
either F =R or F = C.

4.1 Basic Modules

4.1.1 The Polynomials

With the notation of the previous chapter we are going to study certain mod-
ules over the Weyl algebra W (U) of differential operators with polynomial
coefficients on U. The most basic module on W (U) is the polynomial ring
S[V] = Flx1,...,xs| (using coordinates). The following facts are immediate,
but we want to stress them, since they will be generalized soon.

Proposition 4.1. (a) Fxy,...,24] is a cyclic module generated by 1.

(b) Flx,...,x5] is an irreducible module.

(¢) The annihilator ideal of 1 is generated by all the derivatives D,, u € U,
equivalently by all the derivatives 8%7,

(d) An element a € Flx1,...,x4] is annihilated by all the derivatives if and

only if it is a constant multiple of 1.

We shall use a simple corollary of this fact.

Corollary 4.2. Let M be any W(U) module.

If m € M 1is a nonzero element satisfying D,m = 0, Yu € U, then the
W(U)-module generated by m is isomorphic to S[V]| under a unique isomor-
phism mapping 1 to m.

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 77
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_4,
© Springer Science+Business Media, LLC 2010
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Let myq, ..., my be linearly independent elements in M satisfying the equa-
tions D,m =0, Yu € U. Then the modules W(U)m; form a direct sum.

Proof. If I denotes the left ideal generated by the elements D,, we have
W(U)/I = S[V]. We have a nonzero surjective morphism W(U)/I — W(U)m
mapping 1 to m. Since S[V] is irreducible, this map is an isomorphism.

Let us prove the second part. Any element of >, W(U)m; can clearly be
written (by part 1) as a sum ) . fym;, f; € S[V] polynomials. We have to
show that if )", fym; = 0 then all the f;’s are equal to 0.

Assume this is not the case. Let r > 0 be the highest degree of the
polynomials f;. Choose a monomial =% of degree r that appears in at least
one of the polynomials f; and apply 0 to >, fim;. Since D,ym; = 0 for all u,
we have that 0%(f;m;) = 0%(f;)m;. For all i we have that 9“(f;) is a constant,
and for at least one of the f;’s it is nonzero. Thus 0 = ), 9%*(f;)m; is a linear
combination with nonzero constant coefficients of the m;, a contradiction.

4.1.2 Automorphisms

From the commutation relations (3.1) it is clear that the vector subspace
VeUaF c W(U) is closed under commutators. Thus it is a Lie subalgebra
(called the Heisenberg algebra). The Lie product takes values in F' and induces
the natural symplectic form on V ¢ U.

The group G = (V@ U) x Sp(V @ U) (where Sp(V & U) denotes the
symplectic group of linear transformations preserving the given form) acts as
a group of automorphisms of the algebra W (U) preserving the space VOUDF'.
Let us identify some automorphisms in G.!

e Translations. Given u € U we get the automorphism 7, defined by 7,(v) =
v+ (v,u) for v € V and 7,(v') = o' if v’ € U. Similarly, we get the
automorphism 7, associated to an element v € V.

e Linear changes. Given an element g € GI(V'), we can consider the sym-

plectic transformation
g 0
0 g*fl )

where ¢g* : U — U is the adjoint to g.

e Partial Fourier transform. If we choose a basis z;, 1 < j < s of U and
denote by 9/0x; the dual basis of V, we have for a given 0 < k < s the
symplectic linear transformation ¢y defined by

0 0
2 ) 29 ; < kv
T; > Bz, Bz, — — Vi
T; > Ty 9 — Vi >k
! v axi 8:31»’ ’

Tt is not hard to see that these automorphisms generate G.
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We can use automorphisms in the following way.

Definition 4.3. Given a module M over a ring R and an automorphism ¢ of
R, one defines M, the module twisted by ¢, as the same abelian group (or
vector space for algebras) M with the new operation r oy m = ¢~1(r)m.

The following facts are trivial to verify:

e (M®N)=*M @®N.

e If M is cyclic generated by m and with annihilator I, then ®M is cyclic
generated by m and with annihilator ¢(I).

e M is irreducible if and only if M is irreducible.
If ¢, are two automorphisms, then ®¥ M =? (Y M).

What will really appear in our work are some twists, under automorphisms
of the previous type, of the basic module of polynomials.

More precisely, for each affine subspace S of U we have an irreducible
module Ng, which is defined as follows.

Let S = W + p, where W is a linear subspace of U and p € U. Choose
coordinates 1, ..., x5 such that

W={zxy=22=---=u1z4, =0}

and (z;,p) = 0 for i > k. We define the module Ng as follows: Ng is generated
by an element dg satisfying

0
6$i

x;0s = (x4, p)0s, 1 <k, 0s =0, i>k. (4.1)
To our basis we associate the linear transformation 3, and to p the translation
Tp. It is clear that the two transformations commute and their composition
gives a well-defined element ¢ € G and hence a well-defined automorphism of
W (U), which we denote by the same letter.

Proposition 4.4. 1. Ng is canonically isomorphic to the twist ®S[V] of the
polynomial ring under the automorphism ¢ defined above. This isomor-
phism maps g to 1. In particular Ng is irreducible.

2. Ng 1s freely generated by the element dg, the transform of 1, over the ring

0 0

('Tm""’Tm’xkﬂ’xkﬁ’”"xs]

¢(F[x1,...,xs]):F[

3. Ng depends only on S and not on the coordinates chosen.

Proof. The first two statements follow from the definitions.

As for the last statement, notice that the elements x; — (x;, p) that vanish
on S span the intrinsically defined space S+ of all (inhomogeneous) linear
polynomials vanishing on S. On the other hand, the derivatives 8—, 1>k,
thought of as elements of U, span W. These two spaces generate the left ideal
annihilator of the element dg.
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Remark 4.5. We can also interpret Ng in the language of distributions, leaving
to the reader to verify that in this language, ds should be thought of as the
d—function of S, given by (35| f) = [ fdx.

4.1.3 The Characteristic Variety

In our work, we shall need to be able to distinguish some modules as noniso-
morphic. In particular, we need to show that if Sy # So are two affine spaces,
the corresponding modules Ng,, Ng, are not isomorphic.

This is best done with the use of the characteristic variety. This is an
important notion and deserves a more detailed treatment (cf. [35]). For our
purposes only very little information is necessary, and we give it here.

We start with some simple facts on filtered algebras. We shall use only
increasing filtrations.

Definition 4.6. A filtration of an algebra R is a sequence of subspaces
Ry, k= —1,...,00, such that

R = UZOZORJC, RpRy C Rpyx, R_1=0. (4.2)

The concept of a filtered algebra compares with the much more restrictive
notion of a graded algebra.

Definition 4.7. A graded algebra is an algebra R with a sequence of subspaces
Ry CR, k=0,...,00 such that

R = @zozoRk, Ry Ry C Rk (4.3)

An element of Ry is said to be homogeneous of degree k. The product of two
homogeneous elements of degree h, k is homogeneous of degree h + k.

A graded algebra is also filtered in a natural way (we take @;<xR; as the
subspace of filtration degree k), but in general filtrations do not arise from
gradings.

While the algebra of polynomials can be graded in the usual way, the
algebra of differential operators can only be filtered.

In the case of the algebra W (s) let us consider for each k£ > 0 the subspace
W (s), consisting of those operators that are of degree < k in the derivatives.
This is clearly a filtration, that is known as the Bernstein filtration [35].

From a filtered algebra R = URj we can construct its associated graded
algebra.

Intuitively, the idea is that given an element of Rj,, we wish to concentrate
on the degree h and neglect elements in Rj_1. More concretely, we replace R
with the direct sum

gr(R) := @52 gRn/Rn—1, gr(R)y:= Rp/Rn_1, for h > 0.
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Given elements a € gr(R)p, b € gr(R), in order to define their product
we lift them to elements a € Rh,j) € Ry. We then define ab € gr(R)p ik
as the image modulo Rp4r—1 of ab € Rp4k. It easy to see that this gives a
well-defined product

Rin/Rp—1 X Ry /Ri—1 = Rpqi/Rntr—1.

Thus gr(R) with this product is a graded algebra, which we call the associated
graded algebra to R.

The class in Ry /Rp—1 of an element a € Ry, is called the symbol of a. This
is consistent with the terminology used in the theory of differential operators.

The graded algebra associated to a filtration of an algebra R can be viewed
as a simplification or degeneration of R. Often it is possible to recover many
properties of R from those of the (simpler) associated graded algebra. A
particularly important case arises when R is noncommutative but gr(R) is
commutative, this happens if and only if for any two elements a, b of degree
(in the filtration) h, k we have [a,b] € Rp4k—1.

This occurs in particular in the case of the Bernstein filtration. From the
definitions one easily sees the following

Lemma 4.8. The associated graded algebra of W (s) relative to the Bernstein
filtration is a ring of polynomials in the variables x; and the classes &; of %

Proof. The elements x; have degree 0 and the % have degree 1, both a:j%
and %xj have degree 1. Their commutators [a%i’xj] = 0;,; have degree 0,
and therefore their classes commute in the graded algebra.

The fact that the classes x; and &; polynomially generate the graded alge-
bra is a simple exercise, that follows from the canonical form of the operators

in W(s).

One can take a more intrinsic point of view and then see that this graded
polynomial algebra is just the coordinate ring of U & V, that can be thought
of as the cotangent bundle to U.

Consider now a module M over a filtered algebra R.

Definition 4.9. A filtration on M, compatible with the filtration of R, is an
increasing sequence of subspaces 0 = M_; C My C My C My, C --- that
satisfies

UMy =M, RpMy C Mk, Vh, k.

Lemma 4.10. The graded vector space gr(M) := &3 My /Mp_1 is in a nat-
ural way a module over the graded algebra.

Proof. We leave this as an exercise.
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From now on, we assume that M is a finitely generated module over R. We
can define on M a compatible filtration by choosing generators mq,...,mqy
and setting My, := Zle Rjym;. This filtration depends on the generators m;,
but we have the following lemma:

Lemma 4.11. Let M,L M,f be the filtrations corresponding to two sets of gen-
erators m,...,mq; ni,...,Ne. There exist two positive integers a,b such that
for each k, we have
1 2 2 1
My C My, Mjg C My

Proof. Let a be an integer such that n; € M}, i = 1,...,e and b an integer
such that m; € sz,i = 1,...,d. The assertion follows immediately from
the definition of the filtrations, since MZ = >, Rgn; C >, RpM; C M},

(similarly for the other case).

When the graded algebra is commutative, it is useful to consider the ideal
Jor(ary in gr(R) that annihilates gr(A). Notice that Jy(ar) is a graded ideal.

A priori, this ideal depends on the generators of M we have chosen but
we have the following important theorem:

Theorem 4.12. The radical \/Jg(nr) is independent of the choice of the gen-
erators.

Proof. Let us consider two such filtrations and let a,b be defined as above.
Let us show, for instance, that Jg,. vy C \/Jgr,ar)- Take x € Jyp (ar) ho-
mogeneous of degree h. This means that for all £ we have xM,i C Mﬁ_i_k_l.
Thus M} C M}, ,_,,Vt > 0, and thus #*M? C 2'M}}, , C M}, ..y, C
MP, 4 ivvra—s Thus if t > a+b, we have ' € Jy,,(ar), as desired.

In the case of a finitely generated module M over the Weyl algebra W (s) the
ideal y/Jgr(ar) is a well-defined ideal in a polynomial ring in 2s variables, the
functions on U @ V.

Definition 4.13. The variety of the zeros of |/Jg(ar) is the characteristic
variety of M.

We have just seen that the characteristic variety of a finitely generated module
M is a geometric invariant of the isomorphism class of the module M.
Consider now the module Ng, where as before, S is an affine subspace of
the form W 4+ p, with W a linear subspace. It is clear that, the filtration
on Ng induced by the Bernstein filtration, using the generator dg, equals the

filtration by degree in the variables 82, for
J
0 0
Nom [0 2 s
s 921 D Tht1, Th42 Ts|0g

The ideal Jgy(ng) is the ideal generated by the elements x; —(x; | p), §; withi <
k, j > k. The associated characteristic variety is a subspace of dimension n of
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the 2n-dimensional space that intrinsically can be identified to the conormal
space to S, that is the set of pairs (v,u) € V@U such that u € S and v € W+.
In particular, we deduce the following result

Corollary 4.14. If 51,55 are two distinct subspaces. Then the two modules
Ng,, Ng, are not isomorphic.

Proof. The two characteristic varieties are different.

Remark 4.15. In the theory one has a deep property of the characteristic va-
riety, that of being involutive for the symplectic structure on the cotangent
bundle. This implies that the characteristic variety has always dimension > s.
When it has dimension exactly s it is a Lagrangian variety and the module
is called holonomic. The modules Ng are all (simple examples of) holonomic
modules.
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Differential and Difference Equations

The purpose of this chapter is to recall standard facts about certain special
systems of differential equations that admit, as solutions, a finite-dimensional
space of exponential polynomials. The theory is also extended to difference
equations and quasipolynomials.

5.1 Solutions of Differential Equations

5.1.1 Differential Equations with Constant Coefficients.

In this section we recall the algebraic approach to special systems of differen-
tial equations with constant coefficients.

We use the same notation as in Chapter 4, but for reasons coming from du-
ality, we usually think of V' as directional derivatives and U as linear functions
on V.

In coordinates, we fix a basis ey, ..., es of V. We denote by y; the coordi-
nates of a vector y € V in this basis, so y1,...,ys form a basis of U. We then

. . . b) )
can identify eq, ..., es with Byrr o Bys SO that

SW] = Flys, .-, ua), S[V] :F[aiw,...,aiys],

The duality between U and V extends as follows:

Proposition 5.1. The ring S[U] is the graded dual of the polynomial ring
S[v].1

Proof. Using coordinates, the duality pairing can be explicitly described as
follows. Given a polynomial ]0(%7 R %) in the derivatives and another
q(y1,...,ys) in the variables y;, the pairing

!By definition, the graded dual of a graded vector space ®;V; is the space @;V;",
clearly contained in the dual (&:;Vi)* = [],(Vi)*.

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 85
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0 0 9
<p(8y1’ 78%) la(y1, 7ys)> p(ay)(q(g))g,o (5.1)

is obtained by applying p to ¢ and then evaluating at 0.

Even more explicitly, the dual basis of the monomials yfl - yhs is given

by the monomials (1/]], hi!)g; gzs '

The algebraic theory of differential equations starts with the following
simple lemma

Lemma 5.2. A polynomial fe (C[yl,...,yg] satisfies the differential equa-
tions of an ideal I C C[ay s Bys 9 1 if and only if it is orthogonal to I.

Proof. One direction is clear: if f satisfies the differential equations of I then
it is orthogonal to I. Conversely, assume that f is orthogonal to I, take

g(a%17 s Byr 9y ¢ I, and consider q := g(ay1 ..,%)(f). We need to show
that ¢ = 0. By assumption, for every h € (C[ By %] we have that h(q)

evaluated at 0 equals 0. In particular, this implies that ¢ with all of its
derivatives is 0 at 0, and this clearly implies that ¢ = 0.

We shall use the algebraic dual (S[V])* of S[V], which is a rather enormous

space of a rather formal nature. It can be best described as a space of formal
power series by associating to an element f € (S[V])* the formal expression

S
, y=> yie;€V.
i=1

Write y = >°7_, y;e; in the basis e;, thus

k
k _ § h hs h hs
Yy = (h h h yll' ys 611“.65 )
hithot-+he=k 1,002,545 1lg

o0

(fle’) =

=0

(f1y") (flef el
> hilha! - hS! Yro¥ss
hy+hototho=k
is a genuine homogeneous polynomial of degree k on V.
We have that S[U] is the subspace of S[V]* formed by those f with
(f|y*) = 0 for k large enough. The following facts are easy to see:

Proposition 5.3. 1. Given a vector v € V, the transpose of multiplication by
v acting on S[V] is the directional derivative D, (acting on (S[V])* and
preserving S[U]).

2. Given ¢ € U, denote by 1, the automorphism of S[V] induced by translation
Yy y—(b|y),Vy €V, and by 75 its transpose. We have 75 f = e~(elv) g,
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Proof. 1 follows from the way we have defined the duality and the formula

Dy(¢) = (¢]v).
As for 2,

(T3 f 16r) = (F o)) = (f | @1) = =@ o),

Observe that if J is an ideal of S[V] defining a subvariety Z C U, we have
that 74(J) defines the subvariety Z + ¢.

Starting from a quotient S[V]/I by an ideal I we deduce an injection
i: (S[V]/I)* — (S[V])*. The image of i is, at least formally, the space of
solutions of the differential equations given by I, that is the space of formal
power series solutions of the system I of linear differential equations. As we
shall see, as soon as [ is of finite codimension, all the formal solutions are
in fact holomorphic. We denote by Sol(I) the space of C* solutions of the
system of differential equations given by I.

Assume now that S[V]/I is finite-dimensional. Denote by {¢1,...,¢r} C
U the finite set of points that are the support of I. Take the decomposition

SIVI/T = @, SIV]/1(#), (5:2)

where S[V]/I(¢;) is local and supported at ¢;. Under these assumptions we
get the following result:

Theorem 5.4. (1) If S[V]/I is finite-dimensional and supported at 0 the im-
age of i lies in S[U] and coincides with Sol(I).

(2) If S[V]/I is finite-dimensional and supported at a point ¢ € U, then
SV]/7—I is supported at 0

Sol(I) = e'®1¥) Sol(1_4T).
(8) For a general finite-dimensional S[V|/I = @%_,S[V]/1(¢;), as in 5.2:

Sol(I) = @l Sol(1(¢:)).

Proof. (1) Consider S[V] = C|xy,...,xs] as a polynomial algebra. To say
that I is of finite codimension and supported at 0 means that I contains all
homogeneous polynomials of high enough degree. Dually a functlon satisfy-
ing the differential equations defined by substituting the z; with 57— in the
elements of I have all the high enough derivatives equal to O. Thus they are
polynomials. Now we can apply Lemma 5.2 and see that a function f € S[U]
satisfies the differential equations given by an ideal I if and only if it is in the
subspace of S[U] orthogonal to I.

As for ( ) observe that for v € V and f a differentiable function we have
D,el?12) f = (¢|v)el?l2) f 4 efel2d D, f. Therefore f satisfies a differential
equation gf = 0,9 € S[V], if and only if e (@12} f satisfies the differential
equation 74g.
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For part (3) let us choose elements g; € S[V] giving the unit elements of
the various S[V]/I(¢;). If f satisfies the differential equations of I we see that
9i(f) satisfies the differential equations of I(¢;). Moreover, >, g; — 1 € I, so
that ). g;(f) = f and the claim follows.

We see that the space of solutions of the equations given by an ideal I of
finite codimension m is an m-dimensional vector space formed by functions of
type e®p, with ¢ linear and p a polynomial. Some authors refer to these func-
tions as exponential polynomials. If the variety associated to I is supported
at 0, then all the solutions are polynomials. On the other hand if I defines m
distinct points (the reduced case), the space of solutions has a basis given by
the exponential functions associated to these distinct points. In both cases
the space of solutions is closed under the operation of taking derivatives.

Proposition 5.5. Let M be an m-dimensional vector space of C*° functions
on some open set A C V that is closed under the operation of taking deriva-
tives. Then:

1. All the elements of M are linear combinations of functions of type e®p, with
¢ linear and p a polynomial.

2. M is the space of solutions of the differential equations given by an ideal
I C S[V] of codimension m.

Proof. Since the derivatives are commuting operators, M has a Fitting de-
composition M = ©,M,, where M, is the subspace corresponding to the
generalized eigenvalue o := {aq,...,as}. This means that the elements f of
M, satisfy, for some k > 0, the differential equations

0 * 0, Vi 5.3
(@—ai)f—7 (2 (5.3)
By the theory already developed, the space of solutions of 5.3 is a space of
functions e2=: ¥ p(y) where p(y) is a polynomial of degree < k.

This proves (i). As far as (ii) is concerned, the Fitting decomposition
allows us to reduce to the case in which M consists only of polynomials times
a fixed exponential e~ ®%_ Applying a translation, we can reduce to the
case in which a = 0, and the space M is a space of polynomials.

Having made this reduction, consider M as a module over S[V]. Its annihi-
lator ideal I is thus the set of differential equations (with constant coefficients)
satisfied by all the elements of M. We claim that I has finite codimension
and M = Sol(I). Since M C Sol(I), by duality it is enough to see that I has
finite codimension equal to the dimension of M.

By applying derivatives, we see that every subspace of M invariant under
derivatives, contains the element 1.

There is a duality under which M* is also a module over the algebra S[V],
the graded dual of S[U], using the formula (u¢|m) := (¢ |u(m)). Consider
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the element € € M* given by the map € : p — p(0). We claim that e generates
M* as an S[V] module.

In fact, if this were not true, the subspace of M, orthogonal to S[V]e,
would be a nontrivial S[V] submodule of M consisting of elements vanishing
at 0, contradicting the property that every submodule contains 1.

We finally claim that I is the annihilator of €, so S[V]/I = M, and this
completes the claim. In fact, it is clear that Ie = 0. Conversely, assume that
ue =0, u € S[V], then e vanishes on the submodule uM. Since every nonzero
submodule of M contains 1 and €(1) = 1, this means that uM = 0.

Remark 5.6. When we take an ideal of finite codimension the polynomial so-
lutions we have found exhaust all solutions of the system of differential equa-
tions, even in the space of tempered distributions.

This follows easily by the following lemma

Lemma 5.7. A tempered distribution T that is annihilated by all derivatives
of order k is necessarily a polynomial of degree < k — 1.

We offer two proofs, the first uses cohomology with compact support and the
second elliptic regularity.

First proof. We proceed by induction on the order of the derivatives
that annihilate the distribution.

First, if all the first derivatives are 0, we claim that the distribution is a
constant. This is equivalent to showing that given any function f € S in the
Schwartz space, with the property that fvfdv =0, we have (T'| f) = 0.

This requires several steps. Assume first that f has compact support.
We use a basic fact for which we refer to [18], namely that the top de Rham
cohomology with compact support of R™ is R. This implies thatv if fV fdv=0
then f is a sum of derivatives of functions with compact support. Thus if a
distribution 7" has all the derivatives equal to zero it must vanish on such a
function.

In order to pass from functions with compact support to all functions
in the Schwartz space we can use theorem XV on page 75 of [99], stating
that functions with compact support are dense in the Schwartz space (for the
topology of seminorms).

Using induction, we can find polynomials p; with,
or
9yi

Di Vi=1,...,m.
We have P 9 0 9 0 8
bi 9 9p_ 9 9 p_ %
dy;  Oy; Oyi 0y; Oy, 0y,

and hence there is a polynomial ¢ with
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Thus T — ¢ is a constant, as required.

Second proof. If T satisfies the hypotheses, then T also satisfies the
differential equation A¥T = 0 where A = Do g—; is the Laplace operator.
Since the operator A is elliptic, it follows (see [64]) that 7" is a C°° function.
The hypothesis that its high enough derivatives vanish immediately implies

that it is a polynomial.

5.1.2 Families

In many interesting examples, a finite subscheme of C™ appears as the limit
of a family of sets of points. The classical example is for roots of a polynomial
of degree n, where we can think of the identity

n

H(t _ yi) =" + itn—iai
=1

=1

as a system of m-equations in the 2n variables yi,...,yn; a1,...,a,. For
generic values of the a;, these equations define n! distinct points. On the
other hand, if a; = 0, Vi, we have an interesting scheme, supported at 0, whose
dual is the space of harmonic polynomials. This is the space of polynomials f
satisfying the differential equations p(aiy17 e 8%5) f =0 for all the symmetric
polynomials p without constant coefficients.

Since a similar phenomenon will occur when we study FE-splines versus
multivariate splines it is useful to collect some general facts.

Assume that we have an ideal J C Cly1,...,ys,21,...,2Zm] of a polyno-
mial algebra defining some variety V' C C5t™. If J N Clx1,...,2m] = 0, we
have that the mapping 7 : V' — C™ induced by (y1,...,Ys, T1,s-.., Tim)
(1,...,2Zm) is generically surjective. Let us specialize the variables z; to
explicit values p := (pt1, ..., ftm), so that

(C[y17"'7y8] :(C[yh‘"7ysax17"'7xm}/(x1_,ulw-wxi_ﬂiw-wxm_//fm)'

The corresponding ideal J+ (1 — 1, -« -, Ti— iy - - - s Ty — fbm) Eives rise to the
ideal J(u) := J+(x1—p1, ..o, Tm—pm) /(T1—po1, - o s Tn—pim) C Cly1, ..., ys).
The scheme that this ideal defines in C® is by definition the scheme-theoretic
fiber w1 (1) of the map 7 at the point p.

There are rather general theorems of semicontinuity of the fibers (cf. [55]).
The case that we will discuss is that in which Cly,...,ys, 1, ..., Zm]/J is
a domain that is a finite module over its subalgebra Clz1,...,%y]. In par-
ticular, the corresponding extension of quotient fields is of some finite de-
gree k. In this case it is well known (cf. [61]), that the generic fiber of 7
consists of k distinct and reduced points (i.e., Clyi,...,ys]/J (@) is the al-
gebra C* of functions on k-distinct points), and for every point p we have
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dim Cly, ..., ys]/J (1) > k. Moreover, the set of points on which, for some A
we have dim Cly, ..., ys]/J (1) > h is closed.

The case that we will encounter and that often appears is that in which
the following equivariance condition holds:

The ideal J is homogeneous for some choice of positive weights h; for the
variables x;. In other words, if f(y1,...,¥s,Z1,...,2Zm) € J and A € C we
have that f(Ay1,..., A\ys, \"'@1,..., A\*"mx,,) € J. This occurs for instance in
the previous example if we give to a; the weight .

In this case consider the action of the multiplicative group C* on C*7™ by

(yh s Ysy Ty - ,Z'm) g (Ayla R )‘y57)\h1m1a <. '7)\hm1’m)~

This is a group of symmetries of J and the set of points of C™ where
dim Cly, ..., ys]/J (1) > h is stable under C*. Thus since it is closed, if it is
not empty it contains zero. In particular, one has the following consequence:

Proposition 5.8. If the hypothesis that dimClyi,...,ys]/J(p) = k holds
generically, we have dim Clyy,...,ys]/J(u) = k everywhere if and only if

There are in this case some interesting algebraic constructions, which we men-
tion without proofs. The first relates the algebra Clyi,...,ys]/J(u) for u
generic to Clyy, ..., ys]/J(0). One defines an increasing filtration on the alge-
bras Cly1, ..., ys]/J (1) by giving degree < h to the image of the polynomials
of degree < h and easily sees that Clyy,...,ys]/J(0) can be obtained as the
graded algebra associated to this filtration.

There is a similar description in the dual picture of functions satisfying
the corresponding polynomial differential equations. As we have seen before,
we can think of (Cly,...,ys]/J(u))* as a space of exponential polynomials
(or just exponential functions in the generic case). The space of polynomials
(Cly1, - --,ys]/J(0))* coincides with the space spanned by the initial terms
of the Taylor series of the elements of (Clyy,...,ys]/J(1))*. This remark is
sometimes used as a device to compute the solutions of .J(0).

5.2 Tori

We start by discussing some very basic facts on tori that belong to the first
chapters of the theory of linear algebraic groups.

5.2.1 Characters

Let us start recalling the main definitions in the special case of complex num-
bers.
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Definition 5.9. The standard s-dimensional algebraic torus (over C) is the
set (C*)® of s-tuples of nonzero complex numbers. This is a group under
multiplication of the coordinates.

The group (C*)*® is an affine algebraic variety with coordinate ring the ring
of Laurent polynomials (C[:E{El, ..., oY, In fact, (C*)® is an affine algebraic
group. We do not want to use the theory of algebraic groups, of which we
need only a very small portion (see [66], [103], [17]).

Definition 5.10. A (multiplicative) character of a group G is a homomor-
phism f: G — C*.

For tori one usually drops the term multiplicative and simply speaks of a
character. Moreover, we look only at characters that are algebraic, that is lie

in Clzi!,... 2.

Proposition 5.11. The functions in ClzT',... z¥] that are characters of
(C*)* are the monomials [];_, ati h; e Z.

Proof. Tt is immediate to verify that any monomial is a character. Conversely,
to say that a function f is a character means that f(xy) = f(z)f(y) for all
z,y € (C*)".

Given any element y € (C*)*®, consider the multiplication operator m,, map-
ping a function f(x) into the function f(zy). In coordinates y = (y1,...,¥ys),
my maps x; — x;y;. If f is a character, then f is an eigenvector for the
operators m,, of eigenvalue f(y).

Clearly, the monomials [[;_; xf are a basis of the ring of Laurent poly-
nomials consisting of eigenvectors for these operators with distinct eigenval-
ues. Thus f must be a multiple c]_[f=1 a:f“ of one of these monomials. Since
f(1) =1 we have ¢ =1 and f is a monomial.

Corollary 5.12. (1) The set A of characters of (C*)® is an abelian group
under multiplication, naturally isomorphic to Z°.

(2) The ring of Laurent polynomials is naturally identified with the group al-
gebra C[A].

Proof. (1) The fact that the multiplicative characters of any group G also
form a group under multiplication is clear from the definition.

In the case of the torus (C*)* we have seen that these characters are of
the form [[5_, 7", (hy,..., hy) € Z°.

Clearly, the mapping (h1,...,hs) = [[;_, xf‘ is an isomorphism between
the additive group Z°® and the multiplicative group A.

(2) Follows immediately from the definitions.

We need to stress now the duality between tori and lattices, which is an
important tool for computations. It is the algebraic-geometric analogue of
the much more general theory of Pontryagin duality between compact and
discrete abelian groups.
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Take a free abelian group A of rank s. By definition, A is isomorphic (but
not in a unique way) to the group Z*. Its group algebra C[A] is isomorphic to
the algebra of Laurent polynomials. Like every commutative algebra, finitely
generated over C and without zero divisors, C[A] is the coordinate ring of an
irreducible affine variety whose points are intrinsically defined as given by the
homomorphisms ¢ : C[A] — C. By a general elementary argument, to give
such a homomorphism is equivalent to giving a homomorphism of A into the
multiplicative group C*, that is, a character of A. We shall denote this variety
by T4 := hom(A,C*) to stress the fact that it is the torus associated to A.

Often when the context is clear we shall drop the supscript A and denote
our torus by Tr. We can perform the same construction when A is a finitely
generated abelian group, so A ~ Z° x G with G finite. In this case, the
algebraic group T4 = hom(A,C*) is isomorphic to (C*)* x G, where G, the
character group of GG, is noncanonically isomorphic to G.

Since C* = S' x R* the torus T, él decomposes as the product of a compact
torus T := hom(4, S') and a noncompact part T := hom(A, RT) isomorphic
under the logarithm to the space U := hom(A4,R). Let V := A ® R. We then
have that U is the dual space to V.

In other words, start from the vector space Uz = hom(A, C), the complex
dual of A. From a function ¢ € Ug construct the function a — e{?1% on A.

One immediately verifies the following statements

Proposition 5.13. 1. For each ¢ € Uc the function a — e‘?1%) is a charac-
ter.

2. The map ¢ — €19 is a homomorphism between the additive group Uc
and the multiplicative group Tt .

3. The elements of A* :=hom(A,2wiZ) give rise to the trivial character.

4. Tc = Ug/A* is an algebraic group isomorphic to (C*)* whose group of
algebraic characters is A.

The expression e{?1%) has to be understood as a pairing between Tt and
A. Le., amap Ug x A — C* factoring as

efela) T x A — C.

This duality expresses the fact that A is the group of algebraic characters of
Tt, denoted by e® for a € A, and T the analogous group of complex characters
of A.

The class of a vector ¢ € Uc in Tc will be denoted by e? so that we may
also write (e? |e?) = el®la),

5.2.2 Elementary Divisors

To proceed further, we are going to use the following standard fact, known
as the theorem on elementary divisors (for a proof we refer, for example, to
[19]).
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Theorem 5.14. Let M C A be a subgroup of a lattice A. There exists a basis
of A such that M 1is the free abelian group with basis given by k elements of
the type

(d1,0,...,0), (0,d2,0,...,0),...,(0,0,...,ds,0,...,0), d; € N*.

Furthermore, one can assume that dy|da| --- |dy and this determines
uniquely the elements d;.

Notice that in particular, M is itself a free abelian group of some rank k,
so that the algebra C[M] is thus also the coordinate algebra of some torus Sc.
By standard algebraic geometry, the inclusion C[M] C C[A] corresponds to a
homomorphism 7 : Tc — Sc. In order to understand this homomorphism we
can use the explicit change of basis given by Theorem 5.14. We then see that
we identify Sc = (C*)¥, and 7 is given by:

T (Cryeycs) (L d).

We thus have that the image of 7 is S, while the kernel ker(w) is the
subgroup of (C*)*® given by the equations c?i =1,i=1,...,k

Let us understand this kernel.

The equation ¢ = 1 defines the d roots of unity ey, 0 <k <d.
Therefore, ker(r) has dids - - - dj, connected components, given by

(G, s Gy Okt 1, - - - Gs)| gldl - 1.

The component K containing the element 1 is the subtorus of dimension s—k,
with the first k& coordinates equal to 1.

It is now not difficult to convince ourselves that

e The characters that take the value 1 on K are those that have the last
s — k coordinates equal to 0.

e These characters form a subgroup M with M C M and M/M =
& \Z/(d).

e M can also be characterized as the set of elements a € A for which there
exists a nonzero integer k with ka € M (the torsion elements modulo M).

e Moreover, A/M is a lattice whose corresponding torus of complex charac-
ters is Ko, while M (resp. M) is the character group of the torus T/ ker M
(resp. Tt/ Ko).

Remark 5.15. One can in fact prove (see for instance [103]) that every Zariski
closed subgroup (i.e., also a subvariety) of a torus T¢ is of the previous type,
obtaining a correspondence between subgroups of T and those of A.

In this context it is useful to think of a torus as a periodic analogue of a vector
space, and a subtorus as an analogue of a subspace.



5.2 Tori 95

In general, one may prove that A/M is the group of characters of the,
not necessarily connected, group Tél M _ ker(7), thus obtaining dual exact
sequences of algebraic groups and characters respectively:

A/M A M
0=T'" =T¢ =T =0, 0—>M—A— A/M — 0.

We immediately note a point of difference: the intersection of two subtori
s not necessarily connected.

An important special case of the previous theorem arises when we have
s linearly independent vectors, i.e., a basis b = (x1,...,Xs), Xi € 4, of the
vector space A ® Q. Consider the lattice A, C A that it generates in A. Let
us use a multiplicative notation and identify A with the Laurent monomials.

Proposition 5.16. There are a basis x1,...,xs of A and positive integers
dy,...,ds such that :E‘lh, ..., 2% is a basis of the lattice Ayp.

The kernel T(b) := {p € T'|x:(p) = 1} is a finite subgroup with dy ---ds
elements.

A/ Ay is the character group of T(b).

Proof. We apply Theorem 5.14, observing that now k = s, since A is s-
dimensional and we note that the restriction of a character in A to T'(b) gives
the duality between T'(b) and A/A,.

Notice that if we think of b as the columns of an integer s x s-matrix A,
we have that |det(b)| := | det(A)| is the order of the finite group A/A4,.

To complete the picture, we prove the following lemma

Lemma 5.17. Let M C A be a subgroup generated by some elements my,
i=1,...t.

(1) The ideal Ip; of C[A] generated by the elements m; — 1 is the ideal of
definition of TCA/M.

(2) Each coset in A/M maps to a single element in C[A]/Iy;.

(8) The quotient C[A]/In has as possible basis the elements images of the
cosets A/M, the character group of Té‘/M.

Proof. (1) We may choose our coordinates so that C[A] = C[z!,. .. 2]

and M is generated by the elements xf‘
Let us observe that the set of monomials m € A such that m — 1 € I/ is

a subgroup of A. Indeed, we have that if m —1,n—1€ I:

mn—l=mn—-1)+m—-1€l, m*'—1=-m'(m-1)ecl

It follows that the ideal I, coincides with the ideal generated by the elements

xfl — 1. By the standard correspondence between ideals and subvarieties, in

order to prove that this is the entire defining ideal of T(él /M it is then enough

to show that Clzi!,... aF]/(zf —1,...,2% — 1) is an algebra without



96 5 Differential and Difference Equations

nilpotent elements. We have a separation of variable, and hence, always by
standard facts, it is enough to see that an algebra Clz*!]/(2% — 1) has this
property. One easily sees that C[z*1]/(z? — 1) is isomorphic to C? under the
map = +— (1,4, (3, . .. ,Cd_l), where (4 1= e’ .

(2) This follows since each element of M maps to 1.

(3) Since the image of a monomial m in C[A]/Ij; depends only on its
coset modulo the subgroup M, it is enough to prove the statement for a given
choice of coset representatives. In the coordinates x; a set of representatives
is formed by the elements x'fl ...xls 0 < hy < d;,Vi < k. By the previous

discussion, the algebra C[A]/I, is isomorphic to ®%_, C% ®(C[x,fi1, oo,
We are reduced to analyzing a single factor C[z*']/(z? — 1). The image of
2, i =0,...,d —1in C% equals (1,3, (%, ..., (gd_l)l), where (4 = e,

These elements form a basis of C% by the usual Vandermonde determinant
argument.

We shall in particular apply this discussion to the problem of counting
integral points for the family of polytopes associated to a list X of integer
vectors a; € Z°. In this case, each (rational) basis b extracted from X gives rise
to an integral matrix. This matrix has a determinant with absolute value some
positive integer m(b). The number m(b) is the index in Z* of the subgroup
My generated by b. This basis determines also the subgroup T'(b) of (C*)*,
formed by the m(b) points on which the elements a; € b take the value 1.

All the points of such subgroups will contribute to the formulas that we
wish to derive and will play a special role in the theory. They will be called
points of the arrangement (14.3).

5.3 Difference Equations

5.3.1 Difference Operators

We now study the discrete analogue of the theory of differential equations
discussed in the previous sections. We start with a lattice A C V, from which
we can construct the group algebra C[A] and we use the multiplicative notation
e® for the element in C[A] corresponding to a € A.

Definition 5.18. Given any subset A of V, stable under translation by A, for
v € A we define the translation and difference operators 7,, V,, acting on the
space of functions on A, as

va(u) = f(u - U)a vvf(u) = f(u) - f(u - U)7 Vy=1-1,. (54)

Given two elements a,b € A, we have that, 7,7, = 7,44. Thus the space of
complex-valued functions on A is a module over the algebra C[A].

Given an element p € C[A4] and a function f on A, we say that f satisfies
the difference equation p if pf = 0.
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Remark 5.19. Sometimes one uses the forward difference operator defined by

V_of(u) = Vo f(u+v).

In particular, we are interested in the space C[A] of complex-valued functions
f on the lattice A. We identify this last space with the algebraic dual C[A]*
of C[A] by the formula

(fle") == f(a).

In a similar way, by duality we act on tempered distributions by

(D[ f) = (D|r—of), (VuD|f)=(D|V_sf), (5.5)
and we have 7,(04) = datv, Vo(0a) = 00 — dato-

Definition 5.20. Given a function f on A, we define the distribution

> FN, (5.6)

AeA

where §,, is the Dirac distribution supported at v.

Remark 5.21. Formula (5.6) implies that for any function f, we have the iden-
tity Vo, f = V,f.

We want to reformulate the fact that a function is a solution of a system
of difference equations as the property for such a function to vanish on an
appropriate ideal Jx of C[A]. As we have seen in the previous section C[A]
is the algebra of regular algebraic functions on the algebraic torus Tg :=
hom(A, C*). We use the notation of the previous section.

Notice that the ideal I; of functions in C[A] vanishing at 1 € T¢ has as
linear basis the elements 1 —e™%, a € A, a # 0. If one takes another point
e?, the ideal I, of functions in C[A] vanishing at e? has as linear basis the
elements 1 — e~ t?1a) g e A a#0.

For every a,x € A, we have by definition

(rafle®) = (F1e"%), (Vafle”) = (fI(1—e")e").

Thus the translation operator 7, and the difference operator V, are the du-
als of the multiplication operator by e~* 1 — e~®. In this setting, we get a

statement analogous to that of Theorem 5.4 on differential equations:

Theorem 5.22. Given a polynomial p, a function f on A satisfies the differ-
ence equation

p(VGU"'vVak)f = 0

if and only if, thought of as element of the dual of C[A], f vanishes on the
ideal of C[A] generated by the element p(1 —e % ..., 1 —e %),
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We have also the twisted difference operators V?, e? € Tr defined by

(VEf) () = f(z) — el f(2 — a), (5.7)

dual to multiplication by 1 — e~ t{¢la),

We need some simple algebraic considerations. We use the word scheme
in an intuitive way as meaning some sort of variety defined by a system of
polynomial equations. We treat only schemes that reduce to a finite set of
points. Consider a subscheme of T¢ supported at a point e® € T¢. This
really means that we take an ideal J of C[A] vanishing exactly at e?. As a
consequence, the algebra C[A]/J (the coordinate ring of such a scheme) is
finite-dimensional. We want to identify this scheme with a subscheme of U¢
supported at ¢.

We can repeat the discussion made in Section 5.1.
Proposition 5.23. There exists a linear map i : V. — C[A]/J such that:

1. The elements i(v) — (¢ |v), v € V are all nilpotent.
2. Given an element a € A, we have that the class of e® in C[A]/J equals to
ei(a) _ oo i(a)®
k=0 "Rl
3. The map i extends to a surjective homomorphism i : S[V] — C[A]/J.
4. Let I be the kernel of i. So that i : S[V]/I = C[A]/J. The variety defined

by the ideal I coincides with the point ¢.

Proof. 1. Given an element a € A, we have that e~ (?1%e% — 1 vanishes at
e®. Thus, in the ring C[A]/J, the class t, of e~ (?I®)e® — 1 is nilpotent. The
power series of u, = log(1 +t,) = t, —t2/2 +t2/3 — - -+ reduces to a finite
sum which is still a nilpotent element. We set

i(a) :=log(l +t,) + (¢ | a)

(notice that this definition depends on the choice of a representative for e?).

We have 1 + to4p = (1 + t4)(1 + ) hence the map i : A — C[A]/J is
additive and thus extends to a linear map i : V. — C[A]/J.

2. By definition, e(®) = (1 4 t,)e{?1®) € C[A]/J equals the class of e?.

3. The linear map ¢ extends to a homomorphism 4 : S[V] — C[A]/J. In
order to prove that i is surjective recall that, for each a € A, the elements
to and u, = log(1 + t,) are nilpotent. Thus the series Y, ., u¥/k! reduces
to a finite sum and equals 1 + t,, the class e {?|®+¢ Thus, for each a € A,
the class of e~ (?1®+¢ Jies in the image of the homomorphism i. Since these
classes generate C[A]/J, i is surjective.

4. Since, for every a € V, i(a) — (¢ | a) is nilpotent. The element a — (¢ | a),
vanishes on the variety defined by I. But the elements a— (¢ | a) vanish exactly
at ¢, hence I defines the point ¢.
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We have thus identified C[A]/J with a quotient S[V]/I where I is an ideal
of finite codimension in S[V]. Moreover, the class of the element e* that at
the beginning was just a symbol is the actual exponential e*(*) of the element
i(a) class of a € V modulo I.

Definition 5.24. The isomorphism ¢ : S[V]|/I — C[A]/J is called the loga-
rithmic isomorphism.

We have thus identified, using this algebraic logarithm, the given scheme
as a subscheme in the tangent space. This may be summarized in the following
proposition:

Proposition 5.25. Let J C C[A] be an ideal such that C[A]/J defines (set
theoretically) the point e®. Under the logarithm isomorphism C[A]/J becomes
isomorphic to a ring S[V]/I defining the point ¢.

When we dualize this isomorphism we get a canonical isomorphism ¢*
between the space of solutions of the difference equations given by J, that is a
space of functions on A, and the space of solutions of the differential equations
given by I, that instead is a space of functions on V. We want to understand
this isomorphism and in particular prove the following result

Proposition 5.26. The inverse of i* is the restriction of a function on V to
A.

Proof. We have identified in Proposition 5.23, the class of e modulo J with
eveel®la) The explicit formula is, given f € (C[A]/J)*:

fla) i= (£ 1e) = (F [emeel®1) = 0100 |ere) = @1 (14 1,). (5.8)

The element f corresponds to the element of (S[V]/I)* given by
e<¢|a><f | ei<a>f<¢\a>>.

Since i(a) — (¢ | a) is nilpotent (f|e*(®=(?1@)) i a polynomial. Thus we have
extended the function f on A, to an exponential-polynomial on V.

We can view this isomorphism in an equivalent way that will be used later.
This is done by making explicit the relationship between the difference and
differential equations satisfied by a given space of polynomials (invariant under
such operators).

Consider the space P™ (V) of polynomials on V of degree < m. We have
that given v € V, both 2 and V,, map P™(V) to P™~(V). Therefore, these
operators are nilpotent on P™ (V) of degree m+1. Moreover, the Taylor series
expansion gives:

e, Vool F, L lga-v
Ty € ) v € 9 81} Og( U)'
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On P™(V') we have thus the identities

9 -V, N G
%’Zi’ Vo=-2, il o (5.9)

=1 =1

Therefore, we deduce from these formulas the following facts

Proposition 5.27. 1. On P™ (V) the algebra of operators generated by deriva-
tives coincides with that generated by difference operators.

2. Using formula (5.9) we can transform (on P™(V')) a differential into a
difference equation and conversely.

Ezample 5.28. Let aq,...,as be an integral basis of A. The ideal J of C[A]
generated by 1 — e, ... 1 — e % defines the point 1 and C[A]/J = C. Let
I C Clzy,...,zs] be the ideal generated by z1,...,x,. Consider C[A]/J*.
Take the logarithm isomorphism mapping x; +— —log(e~%) (modulo J¥).
If u; denotes the class of 1 — e~% modulo J* we use the finite polynomial
expression —log(e™%) = —log(l — u;) = Zf;ll UTJ
This establishes an isomorphism between C[A]/J* and C[zy,...,zs]/I*.

We have shown that the restriction to A of the space of polynomials of degree
less than or equal to k—1 coincides with the space of solutions of the difference
operators in J*.

In general, assume that J is an ideal of C[A] of finite codimension that defines
points pi,...,px € Tc. Thus C[A]/J = @F_,C[A]/J; decomposes as a sum of
local algebras. Choose representatives ¢; € Ug for the points p;. At each ¢;,
under the logarithm isomorphism C[A]/J; = S[V]/I; and I; defines a space
of polynomials D; on V.

Theorem 5.29. The space of functions @f:16<¢i YYDy on 'V restricts isomor-
phically to the space of functions on A that are solutions of the system of
difference equations given by J.

In order to complete this theorem, we have still to understand explicitly the
equations defining D,, for a point p defined by J. Thus take a representative
¢ for p. We have, for a difference operator V, and a polynomial f(v), that

Va(e®1 (0) = €19 f(0) = €170 f(0 — a)
=1 (f(v) —e @19 fly —a)) = @1V f(v).
Thus we have proved the following corollary

Corollary 5.30. Let ¢(t1,...,tx) be a polynomial. The difference equation
4(Vars-- o, Va ) (€1 (1) = 0
is equivalent to the twisted difference equation

AVl V) fv) =0.

a1 ak
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5.4 Recursion

5.4.1 Generalized Euler Recursion

A special role is played by the points of finite order m, i.e. characters e® on
A whose kernel is a sublattice Ay of index m (of course this implies that we
have m¢ € A* = hom(A, 27iZ)).

Let J C C[A] be an ideal that defines (set-theoretically) the finite order
point e?. As we have seen, a function f(x) appearing in the dual of C[A]/J,
is of the form f(z) := e{¢|*)g(x) with g(z) a polynomial.

Since e? is of finite order, e!?!®) takes constant values (m-th roots of 1)
on the m cosets of the sublattice A,. Thus f(x) is a polynomial only on each
such coset. This is a typical example of what is called a periodic polynomial
or quasipolynomaial.

Formally, we make the following definition

Definition 5.31. A function f on a lattice A is a quasipolynomial, or periodic
polynomial, if there exists a sublattice A° of finite index in A such that f
restricted to each coset of A° in A is (the restriction of) a polynomial.

As a consequence, of this definition and of Proposition 5.25 we deduce the
following resut

Theorem 5.32. Let J C C[A] be an ideal such that C[A]/J is finite-dimensio-
nal and defines (set- theoretically) the points e®t. ... e®* all of finite order.

Then the space (C[A]/J)* of solutions of the difference equations associated
to J is a direct sum of spaces of periodic polynomials (% | a>p(a) for the points
@i, each invariant under translations under A.

We shall call such an ideal J an ideal of multidimensional Euler recursions.

Remark 5.33. A solution of the difference equations associated to J is deter-
mined by the values that it takes on a subset A C A consisting of elements
that modulo the ideal J give a basis of C[A]/J. Once such a set is chosen, in
order to perform the recursion, one needs to compute the s- matrices giving
the multiplication of the generators e® of the lattice, with respect to this
basis. The transpose matrices give the action of the lattice on the dual space,
from which the recursive formulas are easily written.

We shall see that, for the partition functions, we have specially useful
choices for such a subset A (see Theorem 13.54).

As in the case of differential equations, the previous theorem has a con-
verse. Let us thus take a finite-dimensional vector space @ spanned by periodic
polynomials e{?|*)p(a) (for some points e of finite order) invariant under
translations by elements of A. We have the following

Lemma 5.34. Any nonzero subspace M of Q, invariant under translations
by elements of A, contains one of the functions e{%i!®)
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Proof. Indeed, a nonzero subspace invariant under translations under A con-
tains a nonzero common A-eigenvector. This eigenvector must necessarily be
a multiple of one of the e{®i )

Let J be the ideal of the difference equations satisfied by Q.

Theorem 5.35. The ideal J is of finite codimension equal to dim(Q), and Q
18 the space of all solutions of J.

Proof. The proof is analogous to that of Proposition 5.5. We can easily reduce
to the case of a unique point ¢. In fact, the commuting set of linear operators
A on @ has a canonical Fitting decomposition relative to the generalized
eigenvalues that are characters of A. Our hypotheses imply that these points
are of finite order.

Applying translation in the torus, one reduces to the case of the unique
eigenvalue 1 and of polynomials. From the previous lemma, we have also for
polynomials that every subspace stable under difference operators contains 1.
We take thus @* and the map e, evaluation at 0.

At this point we can continue as in the proof of Proposition 5.5 or invoke
directly Proposition 5.27 in order to transform the statement on difference
equations into one on differential equations.
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Approximation Theory I

In this chapter we discuss an approximation scheme as in [33] and [51], that
gives some insight into the interest in box splines, which we will discuss
presently.

6.1 Approximation Theory

6.1.1 A Local Approximation Scheme

Let us start with an ideal I C S[V] of finite codimension h. According to the
theory developed in Section 5.1, this set of differential operators determines a
finite-dimensional space of solutions H whose elements are exponential poly-
nomials.

The first approximation scheme starts with a C*° function f on some
domain {2 and a point «, and then consists in choosing, in the space H, an
element that shares as much as possible of the Taylor series of f in a.

In order to do this, we describe the Taylor series in « intrinsically, by
acting with the differential operators in S[V] on C*° complex-valued functions
defined in 2. Consider the pairing

SVIxC=(2) = C, (plf)=p(f)(a)

This pairing induces a mapping m,, : C*°(£2) — S[V]* that we can interpret
as associating to a function f its Taylor series at a. Assume now for simplicity
that o = 0 and that I defines only the point 0 (this means that I > V* for
some k).

We now fix a complement A to I such that S[V] =1 & A. We compose
the map my with the projection S[V]* — A* and we obtain a linear map
wa : C%(2) — A*. By what we have seen in Section 5.1, H C C™({2) is
a space of polynomials mapping isomorphically under w4 to A*. Therefore,
given f € C°°({2), there is a unique g € H with m4(f) = ma(g). In other
words,

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 103
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_6,
© Springer Science+Business Media, LLC 2010
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p(f—9)(0) =0, Vp € A.
The function g can be understood as a local approrimant to f chosen in H.

An explicit formula to determine g is the following: fix dual bases p; €
A h;eH,i=1,...,mthen: g =>", p;(f)(0)h;.

The way in which g approximates f (at least around 0) depends on prop-
erties of I. For instance, assume that I is such that H contains all the poly-
nomials of degree < d. Then we may choose A such that it contains all the
partial derivative operators of degree < d, and thus we deduce that the Taylor
series of f — g starts with terms of order > d. In this case, an estimate of the
approximation of g to f can be obtained by the standard theorem evaluating
the remainder in the Taylor series, which we recall for the convenience of the
reader.

Let G be a disk of radius R centered at 0 in R*, f a C" function on G,
r > 1. Let g, be the polynomial expressing the Taylor expansion of f at 0 up
to order 7.

Theorem 6.1. For every 1 < p < oo there is a constant C, dependent on
p,7, s but independent of f, such that we have

If = graallzre) < C Y 1D fllooe R (6.1)

|a|=r

Proof. Assume first p < oo. We work in polar coordinates (y,u), setting
the variable = equal to yu, where y € Rt, u € S5~ ! is a unit vector, and the
Lebesgue measure is do = dy du. Thus set ¢, (y) := f(yu) = f(x). Integrating
by parts, and applyig induction we have

/O ’ %9g>(t)dt = (@)~ gra(2). (6.2)

We expand

gg;><t>:z<a) 9" (t0) = 3 (),

where all the ¢, can be bounded by Cp := max,ens, |o|=r (;) <s"

_ Y= .
1f = gr-1llr@) < C'olaz_:TH/U = 1) 9% f(tu

We now start making some estimates

— )1
H/ r—tl S

</S / ‘/ T__tlr 18°‘f(tu)dt‘pdydu>;
([5 / / ‘ r_—l 6af(tu)‘dt>pdydu);.
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We now apply the Holder inequality and get

= =0
o I (r=1)! (r—1)!

with 1/p+1/q = 1. 0% fll 1o 0,51w) < 10 fI| Lo (0, Rw)- Also,
H (y—t)*‘l‘

T o = (16 r e) = st
(r =1 llLa(o,u) o | (r=1)!

with K a constant independent of f. We deduce

(/SSI/ /’ 7"—1 8“ (tu) ‘dt) dydu)l/p

=D +p/a a 1/r "o s
<K [y Ay ([ 10 o mapie) = K10 o) B

8“f(tu)‘dt < 0% fll e (0,51w)

La([0,y])

The case p = oo follows in a similar but simpler way

| s, < [ S5 e st

R
= g”a f(tw) =)

|f = gr-1llL>(D(R)) < Co* Z 0% f (tu)dt| L (D (R))

|a|=r

fQtw)dt|| LD (r))- (6.3)

lal=r

6.1.2 A Global Approximation Scheme

In this second scheme, we fix a lattice A C V and a model function B(x)
with support on a compact set A. On the function B(z) we make the basic
assumption that its translates under A form a partition of unity:

1:ZB(33—)\)

AeA

This remarkable property is satisfied by the box spline associated to a list of
vectors X C /A spanning V.

Let us anticipate a fundamental example in one variable. The simplest
kind of family of box splines is b,,(x), which, in the terminology of Section
7.1.1, is associated to the list 1,...,1 of length m + 1. The proof of the
following statements follow from the theory to be developed in Chapter 7.
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Ezample 6.2. The box spline b, (x) can be defined through an auxiliary func-
tion t,,(x) (the multivariate spline Tym+1(z) cf. 7.1.1), as follows:

m+1

0 ifz<O, ifm+1 )
tn(z) == {xm/m! <M - by () 1= ;(—1) ( . )tm(x—z).
(6.4)

It can be easily seen that b, () is of class C™ 1. It is supported in the interval
[0, m + 1], and given by the formula

k N
b () 1= Z(—l)i(m :r 1) % Va € [k k + 1.

The box spline b, (x) is known as the cardinal B-spline of Schoenberg; cf. [95].
Notice in particular that when z > m + 1, the formula for b,,(x) is

m+1 m+1
1 Sm+1\ ., V m
m;z(—l)( ; )ﬁx = ———a" =0

m/!
i=0

showing that b,,(z) vanishes outside the interval [0,m + 1].

The approximation method we want to discuss is the following. Fix a scale
n~1, n € N, and use the scaled function B, (z) := B(xn) and its translates
B(n(z + A/n)) = B(nxz + \) by elements of A/n to approximate a given
function f. Of course, if B(x) has support in A, then B(na + A) has support
in the set (A — \)/n.

Clearly, we still have

1:ZB(7L$—)\): Z B, (x — p).

AeA pnEA/N

We fix some compact set K over which we request to have a good approxi-
mation and want to estimate how well we can approximate a given function
f with a linear combination of the translates B, (x — 1) as n tends to infinity.

We start from the identity f(z) = 3,4/, f(2)Bn(z — p). Assume,
for instance, that 0 € A and notice that, as n grows f(z) tends to be
nearly constant on the small set A/n — pu. Thus we have that each func-
tion f(z)Bn(x — p),p € A/n can be well approximated by f(u)B,(x — p)
from which we obtain the approximation

f@)= > f(1)Ba(e —p). (6.5)

neA/N

Better approximations of the form ZﬂeA/n cuBn(xz — p) can be found by
modulating the coefficients ¢, (cf. Section 18.1.6).
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6.1.3 The Strang—Fix Condition

One can try to combine both approximation schemes and ask how good the
approximation given by (6.5) is as n tends to infinity. The way we intend to
measure this is the following. Let B be a model function in R® as before (with
compact support), and A a lattice in R® such that ), ., B(z — \) = 1.

Definition 6.3. (i) A function on A is called a mesh-function.
(ii) Let a : A — C be a mesh-function. We set B * a to be the function

(B*a)(x) := Z B(xz — X)a(N).

A€A

This is well-defined, since B(x) has compact support; it is called the
discrete convolution of B with a.

(iii) The vector space Sa formed by all the convolutions B * a, where a is a
mesh-function, is called the cardinal space associated to B and A.

(iv) A function f(x) on R® restricts to a mesh-function fj4 on A. We set

B« f:=Bx fia (6.6)
and call it the semidiscrete convolution of B with f.

Observe that, if a is a mesh function with compact support, we have the
identity
(Bxa)* f=DBx(fx*a). (6.7)

Ezxample 6.4. Consider the function from Example 6.2

z fo<z<1
bhi(z):=¢2—2 f1<z<2
0 otherwise.

=2 2 4

-1t

It is easily verified that its cardinal spline space is the space of all contin-
uous functions on R that are linear on each interval [n,n + 1], n € Z.
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For every positive real number h we define the linear scale operator

(onf)(x) = f(z/h). (6.8)

We apply it to functions in the cardinal space:

on( Y Ble = Na) = 3 Ble/h = Na(h) = 3 (@1B)( — walu/h).
AeA AeA HERA
(6.9)
In particular, we shall apply this when h = n~!, n € N so that hA is a
refinement of A.
We can consider oja as a function on hA. Formula (6.9) means that:

on(B xa) = op(B) * op(a).
Therefore we have the following result:

Proposition 6.5. The space Sy, := 01,(SA) equals the cardinal space for the
scaled function op B and the lattice hA, i.e., S, = Sg;‘(B).

One of the ideas of the finite element method (see [105]) is to approximate
functions by elements of Sy, so that the approximation is more and more
accurate as n € N tends to oc.

Definition 6.6. We say that B has approximation power > r if for any
bounded domain G and a smooth function f in a neighborhood of G, there
exists a sequence g € 0;(S),h = 1/n, n € N, such that for every p > 1 we
have

lgn — fllLr(a)y = O(h").
That is, there exist g; and a constant K with ||gn — f||Lr(e) < Kh", Vh.

The Strang-Fix conditions amount to a general statement, which we shall
discuss only in the case of box splines, giving a usable criterion to check the
approximation power of a function B. Denote by HP the Sobolev space (for
some fixed domain) of functions that are L? together with their derivatives

up to order p and by
lullZre = D 10%ulz:
la|<p
the corresponding Hilbert norm. This is convenient due to Plancherel’s theo-

rem, which implies that [|[0%ul|2, = ||z*a[|2,.
The Strang —Fix conditions are (see [106]):

Theorem 6.7. Let B be a compactly supported function of class CP and let
r <p+1. The following conditions are equivalent:

(1) B(0) # 0, but B has zeros of order at least v at all other points of 2nZ°.
(2) For every polynomial q of degree < r the semidiscrete convolution B " q
s also a polynomial of the same degree.
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(8) For each function u € H" there exists an element g, € Sy, associated to
a sequence wlh with the property that,

lu—gnllgs < esh" %|luflgr, 0<s<r—1 (6.10)
D wl? < Kllulo, (6.11)

where the constants cs, K are independent of u.

Condition (3) expresses the approximation power in terms of L? norms, but
also L*° norms can be used.
As for condition (2), we need to study a stronger property.

Definition 6.8. We say that a function ¢ with compact support is a super-
Junction of strength v for S if ¢» € S and ¢ %’ f = f for all polynomials of
degree < r.

In Section 18.1 we shall:

(i) See how to construct superfunctions associated to box splines Bx.

(ii) Prove that the approximation power of such a function B = By is the
maximum 7 such that the space of all polynomials of degree < r is
contained in the cardinal space Sp, .

(iii) Determine r and describe the space D(X) of all polynomials contained
in SBX .

(iv) Finally, give an efficient and explicit approximation algorithm based on
semidiscrete convolution with superfunctions.
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7

Splines

The theme of this chapter is a brief introduction to two classes of functions
that have been used in numerical analysis: the box spline and the multivariate
spline associated to a list of vectors X. They both compute the volume of a
variable polytope.

The theory of splines plays an important role in numerical analysis, and it
is outside the scope of this book to discuss it in any detail. For an introduction
the reader can consult, for instance, [96].

7.1 Two Splines

7.1.1 The Box Spline

Take a finite list X := (a1,...,a,,) of nonzero vectors a; € R®, thought of
as the columns of an s x m matrix, still denoted by X. If X spans R®, one
builds an important function for numerical analysis, the box spline Bx(x),
implicitly defined by the formula

1 1 m
5 f(x)Bx (z)dx ;:/0 /0 f(;tiai)dtlmdtm, (7.1)

where f(x) varies over a suitable set of test functions.

If 0 is not in the convex hull of the vectors a;, then one has a simpler
function T'x (), the multivariate spline (cf. [40]), characterized by the formula

5 f(x)TX(x)d:r—/OOO-o-/ooof(itiai)dtlmdtm, (7.2)

where f(z) varies in a suitable set of test functions (usually continuous func-
tions with compact support or more generally, exponentially decreasing on

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 113
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the cone C'(X)). From now on, in any statement regarding the multivariate
spline T'x (z) we shall tacitly assume that the convex hull of the vectors in X
does not contain 0.

Remark 7.1. If X does not span V, we have to consider T'x and Bx as measures
on the subspace spanned by X. In fact, it is best to consider them as tempered
distributions, as one easily verifies (see also Proposition 7.17).

One then proves that Ty and Bx are indeed functions as soon as X spans V,
i.e., when the support of the distribution has maximal dimension.
In the rest of this section we assume that X spans V.

Both By and T'x have a simple geometric interpretation as functions com-
puting the volumes Vx (z) and Vi (z) of the variable polytopes ITx(z) and
IT% (x) introduced in Section 1.3.

Let F be an L' function on R™. Given v € R®, consider the variable
subspace V(v) := {w € R™ | Xw = v} and let dw(v) be the Lebesgue measure
in V(v) induced by the Euclidean structure of R™.

Lemma 7.2. For almost every v € R® we have that F restricted to the space
V(v) is L', and if G(v) := fv(v) F(w)dw(v), we have that G(v) is L* and

«/det(XXt)/ Fltr,.. tn)dts-dbm = | Glar,...,z)dwr - doe.  (7.3)

Rs

Proof. Denote by e; the standard basis of R™. Choose an orthonormal basis
U, ..., Uy, for R™ such that its last m — s elements form a basis of the kernel
of the matrix X. If @ denotes the orthogonal matrix with columns the u;,
we have Qe; = wu;; hence X @ is a matrix of block form (B,0) with B an

s x s invertible matrix. Take variables z1,. .., 2z, with >, z;e; = Zj zju;. We
have that for given z := {21, ..., 25} (that we think of as a column vector), the
integral [--- [ F(z1,...,%mn)dzs11 - - dzm, consists in integrating the function

F on the space V(v) where v = Bz; thus it equals G(Bz). We change variables
and apply Fubini’s Theorem, and since @) is orthogonal, we have

F(tl,...,tm)dtl'“dtm = G(Bg)dzldzs
R’"L ]Rs

By a second change of variables,

G(Bz)dz - -+ dzs = |det(B)| ! G(2)dz - - - dzs.
Rs Rs

From XQ = (B,0) we have XX = BB, and hence | det(B)| = det(X X*)2.

Theorem 7.3. Vx(z) = \/det(X X?) Tx (z), Vi(x) = +/det(XX?*) Bx(z).
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Proof. Let us give the proof in the case of T'x, the other case being similar.
We want to apply Lemma 7.2 to the function F' = x4 f(3 -, t;a;) where x4
denotes the characteristic function of the quadrant R’ and f is any given test
function.

The space that we denoted by V(v) equals the subspace of t; with
>t tia; = v; on this space the function F equals f(v) on the polytope
ITx (v) and 0 elsewhere, and thus by definition, the associated function G(v)
equals f(v)Vx(v), and the theorem follows from the formulas (7.3) and (7.2).

This proof defines the volume function only weakly, and thus the given equality
holds a priori only almost everywhere. In order to characterize the volume,
we still have to prove that Vx is continuous on C'(X). Furthermore, we shall
find explicit formulas for T’y as a continuous function on C(X). We shall do
this in Proposition 7.19 by an explicit recursive formula, using the convexity
of the cone.

Remark 7.4. Let M be an invertible s x s matrix. Then

| ST (a)de = /R f(;tiMai)dt_ [ ST ()

=1t [ )T (M),
so that
Tnx (z) = | det(M)| ™' Ty (M~ 2). (7.4)

7.1.2 E-splines

It is useful to generalize these notions, introducing a parametric version of the
previously defined splines called E-splines, introduced by A. Ron in [92].

Fix parameters p := (pi1, ..., ftm) and define the functions (or tempered
distributions) Bx ,,Tx,, on V by the implicit formulas

/Vf(:c)BXVM(x)dm:—/Ol.../oleZ?lti“if(itiai)dtlmdtm (7.5)

/Vf(x)TXﬂ(a:)dx D= /000 e /000 e Xin t””f(g;tiai)dtl ceodty,. (7.6)

The same proof as in Theorem 7.3 shows that these functions have a nice
geometric interpretation as integrals on the polytopes IT% (x) and IIx () :

Bx,ﬁ(x)z/ e—ZZ’;ltude; TX’H((I}):/ e_zyélt“""idz7 (7.7)
m (z) IIx (x)

where the measure dz is induced from the standard Lebesgue measure on R™

-1
multiplied by the normalization constant y/det(XX?) . Of course for u = 0,
we recover the previous definitions.
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Remark 7.5. Since the t; restricted to the polytope ITx(z) span the linear
functions, the function T'x ,(z) may be interpreted as a generating series for
integrals of polynomials on this polytope.

We come now to the main formula, which will allow us to change the compu-
tation of these functions into a problem of algebra. By applying formula (7.5)
we obtain their Laplace transforms:

Theorem 7.6.
/ ~=19) By, (y)dy ,/ / (wlatmgr, .. at,,  (7.8)
N H 1-— e_a_““
aeX a+ Ha
and

(z]) F [T st

/Ve yTX,ﬁ(y)dy:/O /0 e L=t VTR ey - dty, (7.9)
- 1
_Haﬂza’

acX

Proof. The result follows immediately from the elementary formulas

1 —b [e’e)
1-— 1
/ etdt = ——° and / e~ dt = —.
0 b 0 b

The second one is valid only when b > 0.

We have introduced the shorhand a := (x| a) for the linear function a on U.

In the course of this book we give an idea of the general algebraic calculus
involving the spline functions that we have introduced. Under the Laplace
transform one can reinterpret the calculus in terms of the structure of certain
algebras of rational functions (or exponentials) as D-modules.

Remark 7.7. Due to its particular importance, we introduce the notation
dx,pu = [l.ex(a+ pa). When p =0 we set dx := ],y a.

From the expressions for the Laplace transforms one gets that the box
spline can be obtained from the multivariate spline by a simple combinatorial
formula using the twisted difference operators V# (cf. formula (5.7)).

Proposition 7.8. For every subset S C X, set ag := Y ,.qa and pg =
Y acs Ha- Then

Bxu(@) = [ ViTxu@) = > (1)l Tx ,(x — as). (7.10)
a€X SCX
In particular, for p =0,

=[] VaIx(2) = > (-)P¥1Tx (2 — as). (7.11)

a€eX SCX



7.1 Two Splines 117

Proof. The proposition follows from the two formulas of Theorem 7.6 by ap-
plying the rule (3.4) that gives the commutation relation between the Laplace
transform and translations.

If we choose for T'x, Bx the functions that are continuous on C'(X) and B(X)
respectively, this identity is true pointwise only on strongly regular points
(see definition 1.50). For instance, if X = {1}, then C(X) = [0,00) and
we can take Tx to be the characteristic function of [0,00). Then Bx(z) =
Tx(x) — Tx(x — 1) is the characteristic function of [0,1) and not of [0, 1].

But in case T'x is continuous on the entire space, formula 7.11 expresses
Byx as a continuous function.

Ezample 7.9. Let us draw some of the functions of Example 6.2

tm(z) i=Tim+ (‘T)’ bm(z) i= Bym+1 (:17)

-1
Fig. 7.1. The function by ()

1 2 3 4 5 6
Fig. 7.2. The function bs(x)
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17.5
15
12.5
10
7.5
3
2.5

1 2 3 4 5 6
Fig. 7.3. The function t2(z)

7.1.3 Shifted Box Spline

Let us make explicit some simple consequences in the case of the parameters
4= 0. In this case, the formulas of the Laplace transform become:

—a

1—e 1
LBx =[] —, LTx= 11 - (7.12)
acX aeX

It is useful to shift the box spline by px := > .y a (as in Section 2.4.1)
and consider Bx (z + px) with support in the

. 1 1
shifted box B(X) — px = {;{ tea| — B <t, < 5}

From formula (3.4) we have that the Laplace transform of Bx(z + px) is

ea/2 _ e—a/2

11 — (7.13)

acX

that is now seen to be symmetric with respect to the origin. In other words,
Bx(x+ px) = Bx(—z + px).

This setting is particularly interesting when X is the set of positive roots
of a root system (see Section 2.4).

Then formula (7.13), which expresses the Laplace transform of the shifted
box spline, is invariant under the action of the Weyl group W.

Proposition 7.10. The shifted box spline is symmetric under W.

Proof. Let us recall the simple proof (cf. [89], [102]).

The Weyl group W is generated by the reflections s; relative to the simple
roots «;. The reflection s; maps a; to —a; and permutes the remaining
positive roots. Thus
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a/2 efa/Z 6&/2 _ 6704/2 efai/Q _ 6ai/2

acX

Recall that we have already shown in Section 2.4 that in this case, the shifted
box is the generalized permutohedron, the convex envelope of the W-orbit of
px, and computed all its basic invariants.

As a consequence, we see that the affine Weyl group W acts on the car-
dinal spline space translated by px. Where W is the group of isometries
generated by W and by the translations under the root lattice A, i.e., the
lattice generated by the roots. The affine Weyl group is a semi-direct product
W:=AxW.

Remark 7.11. If we take in the shifted cardinal space the finite combinations of
translates of By (z—p), we see that, as representation of W it equals Indy;(1).

This is the representation induced by the trivial representation, from W to
w.

7.1.4 Decompositions

We want to make a simple remark on a basic reduction computation for the
functions Tx. This computation is based on the notion of decomposition,
which will be analyzed more systematically in Section 20.1.

Assume that the list X is, up to reordering, the concatenation of lists
Xy,..., Xy with V = (X) = ®_,(X;). In this case set V; = (Xj) for each
j = 1,...,k. The space V; has a canonical Euclidean structure and thus
a Lebesgue measure induced from that of V. As usual, write an element
x = (x1,...,x) € V with the z; € V}.

Proposition 7.12.
k k
TX(x)chTXj(xj), BX(x):cHBXj(xj), (7.14)
j=1 j=1

where the constant c is the ratio between the product of Lebesque measures on
the V;’s and the Lebesgue measure on V.

The constant ¢ is the absolute value of the determinant of a basis of V,
constructed by choosing for each i an orthonormal basis of V;.

Proof. By formula (7.10), it is enough to prove the statement for Tx. We are
going to apply the definition given by Formula (7.2) using as test function

f(z) a product f(z) = H;Ll fi(z;). We get
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/S f(@)Tx (x)dx :/ / Zt a;)dty - -
(AR MR dta}

k
j=1 acX; acX;
k
H/ fi(@3)Tx, (x;)dx;.
=17V
Thus ¢ is computed by cdr = HJ 1dx;. This computation can be re-
duced easily to a computation of a determinant, by taking a basis w1, ..., us

of V' the union of orthonormal bases for all the subspaces V;. Then ¢ =
| det(ul, ‘e ,us)|.

Remark 7.13. For the support of the two functions we have
c(Xx)=[]cx), BX)=]]BX). (7.15)

7.1.5 Recursive Expressions

The defining formula (7.2) implies immediately that, if X = (Y, z)

Proposition 7.14. In the sense of distributions we have:
1. D(Tx)=Ty.
2. D.(Bx)=V_.By.

Proof. 1. Given a function f in the Schwartz space, we have, by definition of
distributional derivative,

<D2(TX) | f> - <TX ‘ - Dz(f)>

_/OOO.../OO(/OoDz(f)<ni1tiai+tz)dt)dt1...dtm_1

/ / Z t; az dt1 cdtm_1 = (Ty | f).

2. The proof is similar (use formula (5.5)),

(D-(Bx)| f) = / /[ mzlt,m (Ztal—i—z)}dtl e T—
/ / .f) Ztaz)dtl cdtm 1 = (V.By | f).
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It is customary to compute both Tx and By recursively as follows.
The initial computation is the following.

Proposition 7.15. Let X =(aq, ..., as) be a basis of V, d := | det(aq, ..., as)|.

Then B(X) is the parallelepiped with edges the a;, C(X) is the positive quad-
rant generated by X. Furthermore,

Bx =d 'Xp(x), Tx =d "xox), (7.16)
where for any given set A, we denote by x 4 its characteristic function.
Proof. This follows immediately from the definitions (cf. also (7.4)).

It is convenient to think of By, in case X = (ay,...,as) is a basis, not as the
characteristic function of the compact parallelepiped (multiplied by d~!) but
rather that of the half-open parallelepiped given by {>"7_, t;a;, 0 <t; < 1}.

There are two advantages in this definition. The first is that the identity
(7.10) holds unconditionally, and the second appears when the vectors X are
in Z?, since then the translates of Bx under this lattice give a partition of
unity.

Let us apply formula (7.14) in a more systematic way. This tells us
that we should concentrate our computations to the case in which X is in-
decomposable, that is, it cannot be written in the form X = Xi, X, with
(X) = (X1) @ (X2). Under this assumption unless X is a single vector in
a one dimensional space, X is automatically nondegenerate, (cf. Definition
2.23), i.e., the minimal length m(X) of a cocircuit is > 2.

Ezample 7.16. The simplest nondegenerate example is

S

X = (61,...,63,262‘).

i=1

Since we have taken as definition of T'x, Bx a weak one, we should think of
these functions as being defined up to sets of measure 0.

It will be proved (cf. Theorem 7.24) that for nondegenerate X, both func-
tions can be taken to be continuous on the whole space. We start by proving
that they can be taken continuous on their support.

From (7.15) we are reduced to the nondegenerate case. Since the one-
dimensional case is trivial we may assume m > 0, consider Y := (ay, ..., Gm—1)
and set 2 := a,,, so that X = (Y, 2). Since X is nondegenerate, Y still spans
V =R
Proposition 7.17. 1. Bx is supported in the box B(X). Similarly, Tx ‘s

supported in C(X). They can both be represented by continuous functions
on B(X) and C(X) respectively.
2. We can choose Tx and Bx to be given by

o] 1
Tx(z) = /0 Ty (z —tz)dt, Bx(z)= /0 By (x — tz)dt. (7.17)



122 7 Splines

3. The cone C(X) can be decomposed into the union of finitely many polyhedral
cones C; so that Tx restricted to each C; is a homogeneous polynomial of
degree m — s.

Proof. Working by induction on the dimension s of V' and on the length m
of X, we may assume that Ty is continuous on its support C(Y). For any
Schwartz function f

ATf(itiai)dtl...dtm —/Ooo (/‘/Ty(x)f(x+tz)d$)dt
:/0OO (/‘/Ty(x—tz)f(x)da:)dtz/v (/OOOTY(J?—tZ)dt)f(x)dm_

We claim that fooo Ty (z — tz)dt is well defined and continuous everywhere.
Furthermore, it vanishes outside C'(X) and it is strictly positive in the interior
of C(X). This will allow us to identify it with Tx.

By definition, C'(X) = C(Y) + R"z, so for each point z € V, the set
I, :={teRt|z—tz € C(Y)} is empty unless z € C(X).

We claim that if z € C(X), then I, = [a(x),b(x)] is an interval and both
a(x),b(x) are continuous functions on C(X).

Let C(Y) := {v|{¢s|v) > 0} for some elements ¢1,...,¢p € V*. We
have that I, = {t > 0] (¢; | z) > t{¢; | 2),Vi}.

These inequalities can be written as

t> (gil2)(dil2)", Vil{gilz) <0,

t<{gila)(oi|2)7" Vil {gi]2) > 0.

When (¢; | z) = 0 we have either that every ¢ or no ¢ satisfies the inequality.
Since C(X) is a pointed cone, there is at least one ¢ such that (¢;|z) > 0;
otherwise, —z € C(Y) C C(X).

This proves that I, is a bounded closed interval.

Set

N

a(z) := max{0, (¢; |z)(¢: | 2) 7'}, Vil(¢i|z) <0,
b(x) = min{(; | x)(¢i | 2) 7'}, Vil{¢i]2) > 0.

The set I, is empty as soon as a(z) > b(x), and as we have seen, this
happens exactly outside the cone C(X).

Clearly, the two functions a(z),b(z) are continuous and piecewise linear
with respect to a decomposition into cones of the space.

W

The continuity of Tx on C(X) now follows from the continuity of Ty on
C(Y) and that of a(x) and b(z). This proves 1 and 2.

We claim now that the function T'x is piecewise polynomial of homoge-
neous degree m — s with s = dim(X).
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Again proceed by induction: Ty is continuous on C(Y), which is decom-
posed into polyhedral cones C;(Y), so that Ty is a polynomial p;y (x) ho-
mogeneous of degree m — 1 — s on each C;(Y). Then as before, we have
piecewise linear functions a;(x),b;(z), so that when a;(z) < b;(x) the inter-
section It := {t € R |z —tz € C;(Y)} is the segment [a;(z), b;(x)]; otherwise
it is empty.

Thus we can decompose the cone C'(X) into polyhedral cones on each of
which all the functions a;, b; are linear.

When z varies over one of these cones C, the interval I, is decomposed
into intervals [u;(z),uj+1(z)], 5 = 1,...,k, so that all the u;(z) are linear,
and when ¢ € [u;(x), u;11(x)] the point  — tz lies in some given cone C;(Y).
Therefore, on C the function T’x is a sum:

k=1 pujiq(a)
Tx(x) =) / Ty (z — tz)dt.

j=1"ui(@)

We know that on C;(Y) the function Ty (z) = p;y(x) is a homogeneous
polynomial of degree m — 1 —s. So pjy(z —tz) = S0 ~° tFpky (x) with

p;?’y(x) homogeneous of degree m — 1 — s — k and

wjy1(x)
/ = () @l (Y ) )

This is a homogeneous polynomial of degree m —1 —s+1=m — s.

We leave to the reader to interpret the previous recursion as a statement
on distributions. With X = {a1,...,am}.

Theorem 7.18. The distribution Tx is the convolution
Tx =Ty *---xTy, .

A similar statement holds for Bx = Bg, *---% B, .
We now relate T'x with the volume of ITx(x).

Proposition 7.19. 1. For any ¢ € C(X), Tx(x) equals the volume of the
polytope I x (), while Bx(x) equals the volume of the polytope IT%(x),
both divided by the normalization factor y/det(X X?).

2. Tx (resp. Bx) is strictly positive in the interior of C(X) (resp. B(X)).

Proof. 1 Let us prove this for T'x. In the degenerate case, we can assume that
z does not lie in the subspace W = (Y). We have a unique decomposition
x=y+tz,y € W,t € R. Since x € C(X), we must have t > 0 and y € C(Y).
In this case, IIx (x) = Iy (y) x {tz}. The volume Vol(IIx (x)) of ITx (x) equals
that of ITy (y).
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Let us now assume that X is nondegenerate. Consider on the polytope
ITx(z) the function t,,. This ranges over the set of positive ¢ such that
x — ta, € C(Y). If t,, is constant on the polytope ITx(z), this lies in a
hyperplane and its volume is 0. By formula (7.17), it also follows that Tx (z) =
0. Otherwise, by Fubini’s theorem Vol(ITx (z)) = ¢, [y~ Vol(Ily (z — tam))dt,
for some positive constant c¢,,. By induction, since the recursive formulas
are the same up to constants, we then see that Vol(IIx(x)) is continuous on
C(X), and the first claim follows from the weak equality proved in Theorem
7.3.

2 Follows from part 1 and Proposition 1.47.

Remark 7.20. In the parametric case we have the analogous recursive formulas

o) 1
TX’&(x) = /o e_“thyﬂ(w — tz)dt, BX,ﬁ(x) = /0 e_“ztBy’ﬁ(gc — tz)dt.
(7.18)

We finish this section by introducing a fundamental space of polynomials
D(X).

Definition 7.21. We set l~)(X ) to be the space spanned by all the homoge-
neous polynomials that coincide on some open set with the multivariate spline
Tx (cf. Proposition 7.17 3.) and all of the derivatives of any order of these
polynomials.

Notice that these polynomials also describe By locally by formula (7.11).

The study of D(X) will be one of our central themes (see Chapter 11).
We shall describe it in various other ways, in particular as the space D(X) of
solutions of a remarkable set of differential equations (Definition 11.2). Only
in Theorem 11.37 will we see that D(X) = D(X).

7.1.6 Smoothness

Splines are used to interpolate and approximate functions. For this purpose it
is important to understand the class of smoothness of a spline. We are going
to show that m(X) (the minimum number of elements in a cocircuit in X cf.
Section 2.2.1), determines the class of differentiability of T'x.

Assume that X spans the ambient space V and m(X) = 1. Thus there is
a € X such that X \ {a} does not span. In this case we may apply formulas
(7.14) and (7.16) that show that Tx is discontinuous.

Definition 7.22. Given a nonzero vector a we say that a function f on R?,
is continuous in the direction of a if, for every & € R® the function f(x — ta)
is continuous in the variable ¢.

Lemma 7.23. Let X = {Y,a} with Y spanning R®, then Tx is continuous in
the direction of a.



7.1 Two Splines 125

Proof. We have that Ty is given by a piecewise polynomial function and T'x
is obtained from the recursive expression from which the claim follows.

Assume now m(X) > 2.

Theorem 7.24. Bx and Tx are of class C"™(X)~2,

Proof. Let m(X) > 2. Let us first prove that Tx is everywhere continuous.
Since Tx is continuous on C(X), and 0 outside C(X) it is enough to prove
that T'x = 0 on the boundary of Tx. The hypothesis m(X) > 2 implies that
Tx is continuous in the direction of a for each a € X and these elements
span R®. We claim that given a point x in the boundary of C(X), we must
have that for some a € X, the points © — ta, t > 0, do not lie in C(X).
Otherwise, by convexity, all the points z — ta, t < ¢, would lie in C(X) for
€ > 0 sufficiently small. But these points generate a convex set in C(X) whose
interior contains z, contradicting the hypothesis. For such an a, Tx (z — ta)
is continuous and is equal to 0 for ¢ > 0. It follows that T'x (z) = 0.

Assume now that m(X) > 3. By Proposition 7.14, for each @ € X we have
that T'x has a derivative in the direction of a that is continuous and in fact
of class at least C™(X)=3 by induction. Since the elements of X span R®, the
claim follows.

As for By, it is enough to apply formula (7.11) to Tx.

7.1.7 A Second Recursion

Let us discuss another recursive formula due to Micchelli for T'x.

From the previous reduction theorem we may assume that m(X) > 2, so
that both T'x and T'x\,, for all a; € X are functions that are continuous on
their support.

Theorem 7.25. Let b= """, t;a;. We then have that if either m(X) >3 or
b is in the open set where T'x coincides with some polynomial, then

m

1
Tx(b) = —— S t;Tx\a. (b). 7.19
x0) = g DT 0 (719)
Proof. Let us fix coordinates. We first assume that b = (by,...,bs) lies in an

open set where Tx is a homogeneous polynomial of degree m — s. Thus by
Euler’s identity, in this open set,

1

)
Tx(z) = —— in%TX(ax).
i=1 v

‘We have )
S a m
bi— =D, = iDa. -
2 by, = Do =2 tiDa
i=1 i=1
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Thus

m

1 m
TX(b) = m— s thDaij(b) = thTX\aj (b)
j=1 j=1

If we make the further assumption that m(X) > 3, then all the functions
involved in formula (7.19) are continuous, and thus the identity holds uncon-
ditionally.

When m(X) = 2 the above formula fails for special values of b. For
instance, in the simple example of the three vectors ey, eq,e1 + e and the
point b := er+ e2/2, we have Tx (b) = %7 while for the right-hand side we get
1.

One can use this theorem together with the reduction to the case m(X) > 2
to effectively compute the function Tx. One of the main difficulties is that
when we arrive at m(X) = 1, we have to do some complicated combinatorics.
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Rx as a D-Module

In this chapter, the word D-module is used to denote a module over one of
the two Weyl algebras W (V'), W (U) of differential operators with polynomial
coefficients on V, U respectively. The purpose of this chapter is to determine
an expansion in partial fractions of the regular functions on the complement
of a hyperplane arrangement. This is essentially the theory of Brion—Vergne
(cf. [28], [7]). We do it using the D-module structure of the algebra of regular
functions. Finally, by inverse Laplace transform all this is interpreted as a
calculus on the corresponding distributions.

8.1 The Algebra Rx

8.1.1 The Complement of Hyperplanes as Affine Variety

Let us return to the hyperplane arrangement Hy , in U = V* associated to a
list of vectors X in V' and parameters p. Consider the open set Ax, ,us the com-
plement of the given hyperplanes. We usually start with a real vector space
V but it is useful to define Ax , as the complement of the given hyperplanes
in the complexified dual Uc = hom(V, C).

The set Ax ,, is an affine algebraic variety with coordinate ring the algebra

Rx, = SVell [ (a+ pa) ™", (8.1)
aeX

obtained from the algebra S[V¢] of complex-valued polynomial functions by
inverting the polynomial [,y (a + pta).
The study of this algebra will be the main theme of this chapter. We shall
do this by describing the algebra Rx , as a module over the Weyl algebra.
In order not to have a very complicated notation, unless there is a risk of
confusion we shall simply write R = Rx ,,.

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 127
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_8,
© Springer Science+Business Media, LLC 2010
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As a preliminary step, take a subset ¥ C X and set u(Y’) to be the family
p restricted to Y. We have thus the inclusion of algebras Ry vy C Rxu,
and clearly this is an inclusion of W (U) modules. -

Let us now introduce a filtration in R = Rx,, by D-submodules that we
will call the filtration by polar order. B

This is defined algebraically as follows.
Definition 8.1 (filtration by polar order).

Ry = > Ry, u(v)- (8.2)
YCX, dim(Y)<k

In other words, the subspace Ry of degree < k is spanned by all the fractions
fllaex (a+p1q)~ ", he >0, for which the vectors a with h, > 0 span a space
of dimension < k. Notice that Ry = R.

In the next subsection we shall start with a special case in order to in-
troduce the building blocks of the theory. From now on, we assume that the
spaces have been complexified and write V, U instead of V¢, Ugc.

8.1.2 A Prototype D-module

We start by considering, for some t < s, the algebra of partial Laurent poly-

nomials L := (C[xlil, e ,:ctil, Zit1,---,Ts) as a module over the Weyl algebra
W (s).
A linear basis of the space L is given by the monomials M := xfl“ cooahs

h; € Z,Vi < t,h; € N,Vi > t. For such a monomial M set p(M) := {i|h; <
0}, the polar set of M, and for any subset A C {1,...,t} let Ly be the
subspace with basis the monomials M with p(M) C A.

Define furthermore Ly := ZI A<k L. We see immediately that the fol-
lowing is true

Proposition 8.2. The subspace L4 is a W(s) submodule for each A.
Ly /Li—1 has as basis the classes of the monomials M with |p(M)| = k.

For each A let W4 be the space defined by the linear equations z; = 0, Vi € A,
we shall denote by N4 the module Ny, (defined in Section 4.1.2).

If |A| = k, define M4 as the subspace of Ly/Li_1 with basis the classes
of the monomials M with p(M) = A.

Theorem 8.3. Lk/Lk—l = @|A|:k¢MA-
The submodule M4 is canonically isomorphic to N4 by an isomorphism
mapping the generator 4 := dw, to the class of 1/];c wi-

Proof. All the statements are essentially obvious. We have already remarked
that Ly/Lk_1 has as basis the classes of the monomials M with |p(M)| = k.
Thus Ly /L1 = @|A\:kMA«

The class [1_[ L] € Ly/Li_1 clearly satisfies the equations

icA Ti
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o) = m
Ti|lm=——| = — |=——
ieawid 0z Ulicq @i

so by formula (4.1), it generates a submodule isomorphic to N4.

]:0, Vic A jé A,

Given [];¢ 4 x;” HleA Fa-+ iy ki > 0 we have explicitly

[ 1 e = T TIC

Jj¢A i€A Jj¢A i€A

‘rl icALi

Th classes of these elements form a basis of M 4.

Corollary 8.4. Let {a,...,a:} be a set of linearly independent elements of V
and take numbers uq, . .. 7ut The successive quotients of the filtration by polar
order, of the ring S[V][[T._ (@i + p:) "], are direct sums of the modules Ny,
associated to the affine linear subspaces W4 of equations a; +p; =0, i € A
for all subsets A C {1,...,t}.

Proof. This is an immediate consequence of Theorem 8.3 on applying an affine
change of coordinates.

8.1.3 Partial Fractions

In this section we are going to deduce some identities in the algebra Rx ,. In
the linear case, where all ¢, = 0, we drop the y and write simply Rx. Related
approaches can be found in [113] and [63]

Let us first develop a simple identity. Take vectors b;, i =0, ..., k. Assume
that by = Zle a;b;. Choose numbers v;, i =0,...,k, and set

k
vi=1uvg— Zaiyi. (8.3)
i=1

If v # 0, we write
1 _V—1b0+’/0 Z _1 (b +u2)
—_ =
Hi:o(bi +vi) Hz o(b +vi)

When we develop the right-hand side, we obtain a sum of k£ + 1 terms in each
of which one of the elements b; + v; has disappeared.

(8.4)

Let us draw a first consequence on separation of variables. We use the
notation P(X, i) of Section 2.1.1 for the points of the arrangement, and given
p € P(X,u), X, for the set of a € X such that a + i, vanishes at p.

Proposition 8.5. Assume that X spans V. Then:

1
Ha+ua: >« ll +ua: 2 C”H alp (8:5)

aeX pEP(X,n) a€Xp pEP(X,n)  a€Xp
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with ¢, given by the formula:

o= 11 L

seX\X, (a|p) + pa

Proof. This follows by induction applying the previous algorithm of separation
of denominators.

Precisely, if X is a basis, there is a unique point of the arrangement and
there is nothing to prove. Otherwise, we can write X = (Y, z) where Y still
spans V. By induction

]l | P D el |
» .
ana—"Ma Z+“Zaeya+ﬂa peP(Y,p) Z+uzaeypa+““
We need to analyze each product
1 1
. 8.6
ZJFHZHQJFHG (8.6)

a€Yp

If (2|p) + pu. =0, then p € P(X, ), X, = {Y,, 2}, and we are done. Oth-
erwise, choose a basis ¥, ..., y, from Y, and apply the previous proposition
to the list z,y1,...,ys and the corresponding numbers ., . The product
(8.6) develops as a linear combination of products involving one fewer factor,
and we can proceed by induction.

It remains to compute ¢,. For a given p € P(X, p),

II Lo cp + > [aex, (@ +La).

Cq
a€X\X, a+ﬂa qu(X’H)’ a#p Hanq(a+Ma)

Hence, evaluating both sides at p yields

1
o= ]]

s, (alp) + g

Remark 8.6. In case X does not span the ambient space, we have that the
minimal subspaces of the corresponding arrangement are all parallel to the
subspace W defined by the equations ¢ = 0, a € X. One then has the same
type of formula on replacing the points of the arrangement with these minimal
subspaces.

We use this remark in order to start a development in partial fractions:
Proposition 8.7. We can write a fraction
H (a + ,Ufa)iha: hae >0,
acX

as a linear combination of fractions in which the elements a; + p; appearing
in the denmominator vanish on a subspace of the arrangement.
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At this point we are still far from having a normal form for the partial fraction
expansion. In fact, a dependency relation Zf:o a;(b; + v;) = 0 produces a

relation
k

> - _ Zpalitn) (8.7)
k - k == U. .
=0 Ilizo, i (bi + 1) [Tizo(bi +vi)

So let us return to (8.3). If v = 0, we can write

1 _ Z?:l a;(b; +v;5) i Qj
[T o(bi + i) (bo+w0) TTig(bi +v1) 5= (bo+10)2 1oy, sy (bs +14)

We shall use Proposition 8.7, these relations, and the idea of unbroken
bases, in order to normalize the fractions.

Theorem 8.8. Consider a fraction F := Hle(bi + ;)" hy > 0, where the
elements b; form an ordered sublist extracted from the list X = (a1,...,am),
and v; denotes pp,. Assume that the equations b; + v; define a subspace W
of the arrangement of codimension d. Then F is a linear combination of
fractions Hf:l(air + ;,) "R, where:

(a) The elements a;, + p;., v = 1,...,d appearing in the denominator form
an unbroken basis on W (see Definition 2.29).
(b) k. >0 for all r.

(C) Zi:l kr = Zle hl

Proof. Assume that there is an element a; € Xy breaking a sublist of
(b1,...,by) consisting of elements a;,, ie., a; + p; = Zj aj(as; + p;;) and
i < ij, Vj. We multiply the denominator and the numerator by a; + p; and
then apply the previous identity (8.7). Thus the fraction H?Zl(bj + ;) 7!
equals a sum of fractions in which one of the terms a;; + p;; has been re-
placed by a; 4+ p; and 7 < i;. In an obvious sense, the fraction has been
replaced by a sum of fractions that are lexicographically strictly inferior, but
the elements appearing in the denominator still define W and span the same
subspace spanned by the elements by, ...,b;. The sum of the exponents also
remains constant. The algorithm stops when each fraction appearing in the
sum is of the form required in (a). The rest of the Theorem is clear.

In particular, Rx is spanned by the functions of the form f/(], bf”‘l)
with f a polynomial, B = {by,...,b;} C X a linearly independent subset, and

k; >0foreachi=1,...,t

)

8.1.4 The Generic Case

Let us (by abuse of notation) denote by Bx the family of all subsets o :=
{i1,...,is} C{1,...,m} with the property that the set b, := (a;,,...,a;,) is
a basis extracted from the list X. Consider finally the corresponding point
Dot Qi + iy, =0, k=1,...,5
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Definition 8.9. We say that the parameters are generic if these points are
all distinct.

In particular, we have that (a;|p,) + pu; = 0, <= i € o. This condition
holds on a nonempty open set of the space of parameters, in fact, on the
complement of the following hyperplane arrangement:

For each sublist a;,,...,a;,,, of the list X consisting of s + 1 vectors
spanning V, form the (s + 1) x (s + 1) matrix

Ay vvv Qjgyyg

8.8
Mg -oe Higyq ( )

Its determinant is a linear equation in the u;, and the hyperplanes defined by
these linear equations give the nongeneric parameters.

If b, := (aiy,...,a;,) is a basis and v, is the determinant of the matrix
with columns this basis, one easily sees that the determinant of the matrix
(8.8) equals vy ({ai,,, |po) + fi,.):

Set dy = [[,co(ar + pr). By Proposition 8.5 we get

m

o= [] Wailpo)+m)" (8.9)

i=1, i¢o

" 1 -~ Co
Pl (a; + 1) = dy’
This formula has a simple geometric meaning, in the sense that the function
[T, 1/(a; + p;) has simple poles at the points p, and the residues have a
fairly simple formula. When the parameters p; specialize or even become all
0, the poles coalesce and become higher-order poles. We will return on this
point in Part TV.

8.1.5 The Filtration by Polar Order
We are now ready to analyze the filtration of the algebra R by polar order.

Theorem 8.10. Ry, /Ry_1 is a direct sum of copies of the modules Ny as W
runs over the subspaces of the arrangement of codimension k.

For given W, the isotypic component of My is canonically isomorphic to
the module Ny ® O, where Oy is the vector space spanned by the elements
diti=Tl,cc(a+ pa)™" as ¢ runs over all the bases of Xw .

The space Oy has as basis the elements dc_1 as ¢ runs over all the unbroken
bases in Xy . B

Proof. We prove the statement by induction on k. For k = 0 we have as the
only space of codimension 0 the entire space V. Then Ry = S[V] = Ny as
desired.

Next, using the expansion (8.2) and Theorem 8.8, it follows that:

Ry, = Z Rg,g(g)
W,c
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as W runs over the subspaces of the arrangement of codimension < k and ¢
over the unbroken bases in the subset Xy .

Consider, for each W,¢ with codimension W = k, the composed map
ngli(g) C Ry — Rk/Rk—L
Clearly, this factors to a map

ic t (Rep(e))k/ (Bepu(e)) k-1 — Ri/Ri—1.

By the discussion in Section 8.1.2 we know that (R (c))k/(Be,u( C))k 1
is identified with the irreducible module Ny . Thus either the map i, is an
injection or it is 0. In this last case, the module Ny appears in a composition
series of the module Rj_;. By induction, Rx_; has a composition series for
which each irreducible factor has as characteristic variety the conormal space
to some subspace of codimension < k—1. If ¢, = 0, then Ny is isomorphic to
one of these factors. This is a contradiction, since the characteristic variety
of Ny is the conormal space to W, a space of codimension k. It follows that
ic is an injection. Let Im(i.) denote its image.

As a consequence, we can deduce at least that

Rk/Rk_1 = Z Im(ig)
Wic

as W runs over the subspaces of the arrangement of codimension k and ¢ over
the unbroken bases in the subset Xy .

Since for two different Wy, W, the two modules Ny, , Ny, are not iso-
morphic, it follows that for given W, the sum ) Im(i.) as ¢ runs over the
unbroken bases in the subset Xy gives the isotypic component of type Ny
of the module Ry /Ry_1, and this module is the direct sum of these isotypic
components. Thus the first part of the theorem is proved, and in order to
complete the proof, it is enough to verify that Oy is spanned by the elements
d;' and that the sum >_.Im(ic) is direct as ¢ runs over the unbroken bases
in the subset Xy .

The fact that the given elements d ! span Oy follows by Theorem 8.8. In
order to show that the sum Y Im(i.) is direct, it is enough to verify, using
the third part of Corollary 4.2 (which as noted extends to Ny ), that the
classes in Ry /Ry_1 of the elements [ [ . .(a + ta) ! are linearly independent
as ¢ runs over the unbroken bases of Xy . This last point is nontrivial and
requires a special argument, that we prove separately in the next proposition.

Proposition 8.11. For given W of codimension k, the classes of the elements
HQEC(a + p1a) "t as ¢ C Xw runs over the unbroken bases are linearly inde-
pendent modulo Rj_q

Proof. We first reduce to the case k = s and p = 0.
Consider the algebra R" := S[V][[[,cx,, (@ + fta)~']. Suppose we have al-
ready proved that the previous classes are linearly independent modulo Rj,_,.
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We have certainly that R) _, C Rj_1, but in fact, R'/R),_; C R/Ri_1. In-
deed, by what we have seen before, R'/R)_; is a direct sum of modules
isomorphic to Ny and so with characteristic variety the conormal space of
W. We have seen that Ny, cannot appear in a composition series of Ry_1, so
the mapping R'/R)_; — R/Rj_1 must be injective.

In order to prove the proposition for R’ we can further apply, to the algebra
R/, a translation automorphism (that preserves the filtration) and assume that
0eWorpu, =0, Va € Xyy.

Finally, we can choose coordinates x1,...,xs such that all the equations
a € Xw depend on the first k£ coordinates, and hence

R =Clay,...,x][ [[ a1 ©Clans,..., 24,

acXw
v =Clay, o] [T o ko1 @ Clanga, .2,
aceXw
R'/R}_4
:(C[xl,...,xk][ H a_l}/C[ml,...,xk][ H a_lh 1®(C[a:k+1,...,xs],
aeXw acEXw N

and we are reduced to the case s = k and p = 0, as desired. Let us thus
assume we are in this case. B

We are going to apply a method that actually comes from cohomology, so
the reader may understand it better after reading the following chapters.

We need to work with top differential forms, rather than with functions.
We need two facts:

(1) The forms Rs_1dzy Adxa A --- Adxg are exact.
In fact, a form in Ry_1dxiAdxoA- - -Adx is a linear combination of forms, each
one of which, in suitable coordinates, is of type H‘;l xi”da:l ANdxg A+ Ndxg
where h; € Z and at least one of the h;, say for instance hg, is in N. Then

s s—1
Hx?"’dxl A Ndxg = (—l)s_ld((hS + 1)_1 H x?"’xgerldxl ARRRWA dxs,1>.
i=1 i=1

(2) A residue computation.
Let b = (by,...,bs) be a basis extracted from X. Thus Ry is a subring of

the ring of rational functions in the variables by, ...,bs. To b we associate an
injection

gb: Rx — Clluy, ... ug]][(ug - ug) ™.
Here C[[us, ..., us]][(u1 -+ us)~1] is the ring of formal Laurent series in the
variables uq, ..., us, defined by

jQ(f(blv e ,bs)) = f(ul,'LL1U2, cee,UqUg -us).
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Let us show that this is well-defined. Given a € X, let k = 73(a) be the
maximum index such that a € (b, ...,bs). We have

S

s J
azzajbj:ul...uk(ak+ S o 1 u) (8.10)
j=k

j=k+1  i=k+1

with ay, # 0, so that a=' can be expanded as a Laurent series. Clearly, this
map extends at the level of differential forms.

For a differential form v in C[[u1, ..., us]][(u1 -+ us) " dug A -+ A dug we
define its residue res(¢)) to be the coefficient of (uy ---us)~tduy A --- A dus.

Lemma 8.12. A form 1 with coefficients in Cllui, ..., us]][(ug -+ us)~Y] is
exact if and only if res(y)) = 0.

Proof. 1t is clear that if we take a Laurent series and apply the operator

% we get a Laurent series in which w; never appears with the exponent
k2

—1. Conversely, such a Laurent series f is of the form % for some easily
computed g. The lemma follows by a simple induction.

As a consequence we have that the top forms with coefficients in Rs_; map
to forms with zero residue.

Definition 8.13. Given a top differential form w € (25 and an unbroken
basis b, we define resy(w) as the residue of j,(w).

One can immediately extend this definition to the parametric case X, u, a
point p € P(X, i), and an unbroken basis b in X,,. The corresponding residue
will be denoted by res, ,(w).

Given a basis b := (b1, ..., bs), let us define

wp :=dlogby A --- Adlogby. (8.11)

The main technical result from which all the next results follow is given by
the following result of Szenes [108]:

Lemma 8.14. Let b and ¢ be two unbroken bases extracted from X. Then
resp(We) = Op,c-

Proof. First notice that jp(wp) = dlogus A --- A dlogus so that resy(wp) = 1.

With the notations of formula 8.10, notice that if ¢ # b, there are two
distinct elements ¢,¢’ € ¢ such that v,(c) = y(c¢'). Indeed, since in an un-
broken basis, the first element is always also the first element in the list X,
w(er) =1. If (g, ..., ¢cs) # (b2, ..,bs), then there exists an index ¢ > 1 with
Yw(ei) = 1. If (cg,...,cs) = (ba,...,bs) then both ¢\ {c1} and b\ {b;1} are
unbroken bases of (ca, ..., cs) extracted from X N {ca,...,cs) and everything
follows by induction.



136 8 Rx as a D-Module

Given a ¢ in ¢ with v,(c) = k, we write ¢ in the form (Hf;l u;) f with
f(0) # 0, so that dloge = dlog(Hleui) + dlog f. Expand j,(w.) using
the previous expressions. We get a linear combination of forms. All terms
containing only factors of type dlog(]_[f;1 u;) vanish, since two elements are
repeated. The others are a product of a closed form by a form dlog(f) with
f(0) # 0, which is exact. The product a A db of a closed form by an exact
form equals +d(a A b), an exact form. So the residue is 0.

This clearly finishes the proof of Proposition 8.11, since the matrix (resp(w,))
for b and ¢ unbroken is the identity matrix.

Remark 8.15. In the case of generic parameters p it is easy to see that for each
subspace W of the arrangement, the module Ny appears in a composition
series of R with multiplicity 1.

We now interpret the previous theorem as an expansion into partial fractions.

Take a subspace W given in suitable coordinates x1,...,xs by the equations
W:{J}l—’yl :.’172—'72:"':1’]@_'719:0}
for suitable constants vy, 79, . .., 7x. Generalizing Proposition 4.4, Ny is gen-

erated by an element dy satisfying

0
;0w = 'Yi(SWa i <k, —ow = 0, 7> k.
3xi
Furthermore, as a module over C[a%, ey a%k, Tht1, Tht2,---,Ts], Ny is free
of rank 1 generated by dyy .
The subring Ay := C[a%l, cee %, Tht1s Thto,- .-, Ts] C W(U) does not

depend only on W, but also on the choice of coordinates. Nevertheless, we
may make such a choice for each W in the arrangement and obtain an ex-
plicit family of subrings indexed by the subspaces of the arrangement. Apply
Theorem 8.10 and the previous remarks and notice that as dy we can take
the class of the element [] . (a + pq) ', we obtain the following result

Theorem 8.16. We have a direct sum decomposition

Rx = Ow.eAw [J(a+pa) ™" (8.12)

acc

The explicit monomial basis for Ay produces, for each of the summands
Aw [Teo(a+ pa)™t, a basis of explicit rational functions with denominators

of type [T e.(a+ pa), ha <0.
This expansion is what we consider as an expansion into partial fractions
of the rational functions in Rx .

The filtration by polar order has the following interpretation.
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Remark 8.17. Rx , is the maximal W (U) submodule of Rx whose composi-
tion series is formed by irreducibles whose characteristic variety is the conor-
mal bundle of subspaces of dimension > s — k.

The following proposition follows immediately:

Proposition 8.18. If Z C X is a sublist, then Rz = Rz N Rx , k.

8.1.6 The Polar Part

It is important to understand better the special case of k = s and the module
R/Rs_1, to which we sometimes refer as the module of polar parts. In this
case, the irreducible modules appearing are associated to the subspaces of the
arrangement of codimension s, that is, the points of the arrangement P (X, p).

For p € P(X, ) and an unbroken basis b C X, let us denote by u; the
class of the element d; ' =[], (a + pa) ™" in the quotient R/R_;.

We have that

Jup = f(p)up, Vf € S[V],

and up generates a submodule isomorphic to NVp,.
Lemma 8.19. Given v € V, the operator v — (v |p) is locally nilpotent on N,,.

Proof. We can first translate p to 0 and reduce to prove that v is locally
nilpotent on Ny. This is the Fourier transform of the algebra of polynomials,
so the statement is equivalent to proving that a derivative is locally nilpotent
on the space of polynomials, and this is obvious.

Recall that given a vector space V, a linear operator ¢, a number «, and
a nonzero vector v, one says that v is a generalized eigenvector, of eigenvalue
a, for t, if there is a positive integer k with (t — a)®v = 0. In a finite-
dimensional vector space V, a set T of commuting operators has a canonical
Fitting decomposition V = @,V,, where the « are distinct functions on T
and on V,, each t € T has only «(t) as an eigenvalue. The same statement is
clearly true even if V' is infinite-dimensional but the union of T" stable finite-
dimensional subspaces. Summarizing we obtain the results of Brion—Vergne
[28]:

Theorem 8.20. (1) The isotypic component of type N, in R/Rs_1 is the
Fitting subspace for the commuting operators induced from V, where each
vector v € V' has generalized eigenvalue (v|p).

(2) Any S[V] submodule in R/Rs_1 decomposes canonically into the direct
sum of its intersections with the various isotypic components.

(3) Each isotypic component N, is a free S[U]-module with basis the elements
up, as b runs over the unbroken bases of X,.
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Corollary 8.21. Let Wx be the linear subspace of R spanned by all the frac-
tions F := Hle(bi + ;) ", where the elements b; form an ordered sublist
extracted from the list X = (a1,...,am), the elements b; span V, and all
h; > 0.

Then Ux is a free S[U]-module with basis the element db_1 as b runs over
the unbroken bases relative to some point of the arrangement.

As S[U]-module, R=W¥x ® Rs_;.

Proof. From Theorem 8.8, the space Wx is also spanned by all the fractions
F = Hle(bi + pp,) " with all h; > 0 and where the elements b; form an
unbroken basis. By the previous theorem, the classes of these elements give
a basis of R/Rs_1 therefore these elements must give a basis of Ux and Wx
maps isomorphically to R/Rs_1.

8.1.7 Two Modules in Correspondence

The theory of the Laplace transform tells us how to transform some basic
manipulations on distributions as an algebraic calculus. In our setting, this is
best seen by introducing the following two D-modules in Fourier duality:

The first is the D-module Dx,, := W (V)Tx , generated, in the space of
tempered distributions on V, by T;(,# under the action of the algebra wW(V)
(of differential operators on V with polynomial coefficients).

The second D-module is the algebra Ry, := S[V][[I,cx(a + pa) '], of
rational functions on U, obtained from the polynomials on U by inverting
the element dx , := [],cx(a + pa). As we have seen, this is a module under
W(U), and it is the coordinate ring of the open set Ax ,, complement of the
union of the affine hyperplanes of U of equations a = —p,, a € X.

Theorem 8.22. Under the Laplace transform, Dx,y. is mapped isomorphically

onto Rx . In other words, we get a canonical isomorphism of bX,/L with the

algebra Rx,, as W(U)-modules.

Proof. The injectivity of the Laplace transform on Dx , follows from the
isomorphism of the Fourier transform on the Schwartz space and Proposition
3.5.

To see the surjectivity, notice, by definition and formula (7.9), that the

image of Dx,, under the Laplace transform is the smallest D-module in the
field of rational functions on U containing d);lu. Since Rx,, contains d)_(_lw it

suffices to see that d;{’l# generates Rx ,, as a D-module.

From formula (8.12), since all the Ay, are contained in W (V), it suffices
to see that the elements Haeg(a + g) "t are in the W (V)-module generated

by d;(}lﬁ. This is trivial, since [[,c (a + fa) "t = [Lg.(a+ ua)d;(}ﬂ.
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From the basic properties of the Laplace transform and formula (8.12) it
is easy to understand the nature of the tempered distributions in the space
Dxu = ®w,e L™ (Aw [loe (@ + pa) ™).

In fact, take a linearly independent (or unbroken) set ¢ C X. We know by
formula (3.4) that [],c (a+pa) " is the Laplace transform of the distribution
supported in the cone generated by the elements of ¢ and that on this cone
is the function e’, where ¢ is the unique linear function on the span of ¢ such
that £(a) = —pq, Ya € c.

In particular, when ¢ is a basis, the equations a 4+ p, = 0, a € ¢, define a
point p € P(X, p1) of the arrangement, and ¢(v) = (v|p), Vv € V. So we think
of p as a function on V and write equivalently e?.

When we apply the operators of Ay, we either multiply by polynomials
or take suitable derivatives.

In particular, for 4 = 0 we get tempered distributions that are linear
combinations of polynomial functions on the cones C(A), A C X a linearly
independent subset and their distributional derivatives.

From the proof of Theorem 8.22 one deduces that the corresponding (under
the inverse Laplace transform) filtration on Dx can be described geometrically
as follows.

We cover C(X) by the positive cones C(A) spanned by linearly indepen-
dent subsets of A C X. We define C(X)y, to be the k-dimensional skeleton of
the induced stratification, a union of k-dimensional cones. We then get the
following

Proposition 8.23. Dx ; consists of the tempered distributions in Dx whose
support is contained in C(X).
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The Function Tx

As the title says, this chapter is devoted to the study of the functions T,
for which we propose formulas and algorithms that compute its values. The
material is mostly a reinterpretation of results by Brion—Vergne (see [28]).

9.1 The Case of Numbers

9.1.1 Volume

Before we plunge into the combinatorial difficulties of the higher dimensional
theory let us discuss the simple case in which s = 1. In other words, X is
a row vector h := (hy,...,hy) of positive numbers. We want to compute
Ty (z) or the volume function whose Laplace transform is || []h; 'y~™ with
|h| = \/>_." h?. The computation of the function whose Laplace transform
is y~™ is rather easy. If x denotes the characteristic function of the half-line
x > 0, we have

Lix) =y
So we deduce
k dFy~! kpy, —k—1
L= = Sl = ()M
Thus
0 if <0
Th@) =1 no o (9.1)
- Geore i 220

e The polyhedron II},(z) is a simplex, given by:
{(t1»~~~,tm) [t >0, > tih; = x}

o II,(x) is the convex envelope of the vertices P; = (0,0,...,0,2/h;,0,...,0).

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 141
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_9,
© Springer Science+Business Media, LLC 2010
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We could compute the volume of IT;(x) directly but we can use the pre-
vious formula getting
Theorem 9.1. The volume of I, (x) is given by

\/me—l
1 3
For the box spline one uses formula (7.10).
The special case h = {1,..., 1}, where 1 appears m+ 1-times has been dis-

cussed in Example 6.2, where we denoted by ., (), by, (z) the corresponding
splines.

9.2 An Expansion

9.2.1 Local Expansion

With the notation of the previous chapters we have the following proposition,
which allows us to reduce the computation of Ty, to that of the various T'x ,

for p € P(X, p).
Proposition 9.2.
Txu(x)= > ce'Tx, (2) (9.2)
pEP(X,p)
with ¢, given by the formula
1
P | (——
aexX\X, (a]p) + ta

Proof. We apply formula (8.5):

M- 3 ol 2 o ll oy

acX pEP(X,p) a€X, Ha peEP(X,n)  a€Xp

Using (7.9), we then see that Hanp (a — {(a|p))~! is the Laplace transform
of ePT' X, From this the claim follows.

This together with formula (7.10) gives for the box spline
Bxu@)= > ¢ Y (~)Ple¥By (v ay).
PEP(X,p) SCX\X

Of course, this is also a reformulation of the identity of the Laplace trans-
forms:
1 —e @ Ha 1—¢e % Ha

H a+ g B Z Cp H (1—67“7#‘1)1_[ a+ g

a€eX pEP(X,u) a€X\X, a€ Xy,

As a consequence, of these formulas the essential problem is the determi-
nation of T'x in the nonparametric case.
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9.2.2 The Generic Case

Before we start the general discussion, let us make explicit in the generic
case the formulas that we have introduced in Section 8.1.4. Let us recall the
formula (8.9), that

m

1 1 1
H (a; + i) B Z Hzn;1 i¢0(<ai | Do) + 1) H ap + ik

i=1 o ke€o

Since we are in the generic case, the set P(X,u) coincides with the set of
points p, as o € Bx runs over the subsets indexing bases. For such a p, we
have that X, coincides with the basis a;, i € 0, and Tx, = L™ ([];c, a;")
is equal to v, 'x,, where X, is the characteristic function of the positive cone
C, generated by the vectors a;, i € o and v, the volume of the parallelepiped
they generate. Finally, p, is given by the coordinates a; = —p;, i € 0. We
deduce the following explicit formula.

Proposition 9.3. On a point « the function Tx ,(x) equals the sum
1
bpel®lPo) - p, = = :
Z Vo Hi:L i¢0(<ai |po) + 1)

o| zeCs

We have thus the list of functions b,e(® |?<) the set of o such that z € C,, is
constant on each big cell. So on each big cell, T'x ,,(x) is a sum of a sublist of
the functions b,el* 7o)

Observe that the points p, depend on the parameters p; and can be ex-
plicited by Cramer’s rule. Formula (8.8) gives a determinantal expression for
the terms (a; | ps) + ;-

Now let us vary the generic parameters as tu; with ¢ a parameter. We
then have that the corresponding points p, vary as tp,.
The factors vo [[;2; ¢, ((ai |po) + pi) vary as

m m

vo ] (ailtpe) +tw) =t" v, [ (ailpe)+ m)

i=1, i¢o i=1, i¢o

while the numerator is given by
o0
el 1tre) = N "1k (2| py)* /KL
k=0

From formula (7.7) it follows that T'x ., (z) is a holomorphic function in ¢
around 0 and that its value for ¢ = 0 is the (normalized) volume T’x (x) of the
polytope ITx(x). We deduce that

(x| ps)*
o, zec, U7 Hi:l, ieo(<ai | Do) + 144)

=0, Vk<m—s
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and a formula for the volumes,

Tx(z)= Y (z]po)" (9.3)

b oce, (m =)o TTZ, g, ((ai | po) + p)

This formula (from [27]) contains parameters p; and the corresponding
po (determined by a generic choice of the p;), although its value T'x (z) is
independent of these parameters.

This formula, although explicit, is probably not the best, since it contains
many terms (indexed by all bases o, with € C,) and the not so easy to
compute auxiliary p,. We shall discuss in the next section a direct approach
to the volume.

Ezample 9.4. Take X = {1,...,1}, m times. Then the formula gives, for
x>0,

m—1 m—1

S (—zpy) _ .z
Z(m—l)!nm  (m—1)!

=1 i;éj,i:l(_:uj + i)

and the identity:

m—1

zm: /”LJ — (_l)m—l
= [T (py 4 )

which one can prove directly by developing the determinant of the Vander-
monde matrix along the first row (pf"~ %, ..., um=1).
The other identities
Hy
(—pj + i)

=0, VkE<m-—1,

m
E Hm
j=1 t1li#j,i=1

come by developing the determinant of the Vandermonde matrix once we
substitute the first row with one of the following rows.

9.2.3 The General Case

We can now pass to the general case. By Proposition 9.2 our essential problem
is the determination of T'x in the nonparametric case. In view of this, we
assume that we indeed are in this case, and we are going to state and prove
the main formula that one can effectively use for computing the function T'x.
To be concrete, we may assume that we have chosen coordinates x1, ...,z
for U.

Let us denote by N'B, or if needed N'Bx, the set of all unbroken bases
extracted from X.
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Theorem 9.5. There exist uniquely defined polynomials py x (x), homoge-
neous of degree | X| — s and indexed by the unbroken bases in X, with

di = > pb,x(agg)dib, dy =[] a. (9.4)

X benB ] ach

Proof. The element d)_(l lies in ¥x and by Corollary 8.21, the elements dib,

with b unbroken bases, form a basis of ¥x as an S[U]-module. The claim
follows.

Ezxample 9.6. We write the elements of X as linear functions.
Take first

110
X=[$+y7m,y]=[w7y]‘101‘

1 B 1 . 1
(z+y)ry  yl@r+y? z(r+y)?
o 1 o 1

COry(@ty) Oyx(ety)
Next take the more complicated list:

11-10
10 11

)

X=[+yz,—v+yy =[w7y]‘

1 1 4 1

(x+y)zy(—x+y) y(x+y)3+(:v+y)3(—w+y)+w(fﬂ+y)3
[ 8 1 o 0 92 1 }

2 1
2 C zy(z+y) * (%—’_874) ((ery)(fory)) +8?y;v(x+y)

9.3 A Formula for Tx

9.3.1 Jeffrey—Kirwan Residue Formula

We can now interpret Theorem 9.5 as follows:

Theorem 9.7. Given a point x in the closure of a big cell 2 we have

Tx(z)= > |det(®)| ' ppx(—2), (9.5)
b | 2CC®)

where for each unbroken basis b, py,x(x) is the homogeneous polynomial of
degree | X| — s uniquely defined in Theorem 9.5.
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Proof. We apply the inversion of the Laplace transform (cf. (7.16), (7.9)) to
formula (9.4), obtaining

L7YdyY) = Y ppal=a1,. .o, —aa)| det(D)] " xew-
beNB

This function is clearly continuous only on the set of regular points and a priori
coincides with Tx only outside a subset of measure zero. By the continuity
of Tx in C(X) (part 3 of Proposition 7.17), it is sufficient to prove our claim
in the interior of each big cell. This last fact is clear.

Ezample 9.8. In example 9.6 we have thus that for the list X = [z + y, z, ],

1 1 1
@ty)zy y@ty?  z@ty)?
0 1 0 1

T dzy(ety) Oyz(z+y)
L™Hdx") = zXe(0.1).(1.1) T YXC((1,0),(1.1)-

For the more complicated list X = [x + y, z, —z + y, y|, we have

1 1 (x+y)2

L7H(dx") = 5l=2"Xcwon.a.0) + 5 Xewn. 10 T ¥ Xe.00))

The corresponding geometric description is as follows

Fig. 9.1. The multivariate spline, Courant element

For the first list and for the second we have for 2T’x the picture (9.2)

The picture for the box splines is more complex. We can obtain it from
Tx using formula (7.11). In the literature the box spline corresponding to
the first list is called the Courant element or hat function, while the second
is referred to as the Zwart—Powell or ZP element. Observe that the first list



9.3 A Formula for T'x 147

(a+y)? (@+y)? _ 2
2

Fig. 9.2. The multivariate spline 27x, ZP element

is (after a linear change of coordinates) the set of positive roots for type As,
i.e., the vectors
00, (55) (- 3%
N2 2 )7 27 2

while the second is the set of positive roots for type Bs, and so we can apply
the symmetry remarks of Section 2.4.1.

For A, the box becomes the regular hexagon, and after a shift that cen-
ters it at zero, the box spline becomes invariant under the full group S5 of
symmetries of the hexagon.

In fact, one could also consider the case of Ga, that has a symmetry group
with 12 elements, and positive roots

0.0 (35) (-35) (3:¥8): (:8).(~ 5.¥8)

In the first case we have the formula:
Bx(p) =Tx(p) —Tx(p—(1,0)) = Tx(p—(0,1)) = Tx (p — (1,1))

+Tx(p—(1,1)) + Tx(p ( D)+Tx(p-(1,2) —Tx((p—(2,2)
=Tx(p) = Tx(p—(1,0)) = Tx(p — (0,1))
+Tx(p—(2,1)) +Tx(p —(1,2)) = Tx(p— (2,2)).

Thus By is represented by Figure 9.3, (the regions are the regions of poly-
nomiality on the box and inside each of them we write the corresponding
polynomial).

In the second case we have the formula (after simplifications):

Bx(p) =Tx(p) —Tx(p—(1,0)) = Tx(p — (=1,1)) + Tx (p — (—=1,2))
+Tx(p—(2,1)) = Tx(p—1(2,2)) = Tx(p—(0,3)) + Tx(p — (1,3)).
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X:'101—1‘

0111

—y+2

r—y+1
—x+2

x y—z+1

Fig. 9.3. The box spline 2Bx, Courant element

Thus 2Bx is represented in figure 9.4 (the regions are the regions of poly-
nomiality on the box and inside each of them we write the corresponding
polynomial).

Remark 9.9. The symmetry in the picture (9.4) can best be understood by
recalling that according to Section 2.4.1, the shifted box spline is invariant
under the reflection group associated to the vectors in X that are the positive
roots of By. This is the dihedral group with eight elements. The picture
shows clearly the content of Theorem 2.56, that is, the extremal points of the
shifted box are the (free) orbit under the dihedral group of the vertex px.

For G2 the computations have been done by Marco Caminati and are avail-
able on request. We get in Figure 9.5 a dodecahedron divided into 115 regions
of polynomiality. From now on, unless there is a possibility of confusion, we
shall write p;, instead of py x.

Remark 9.10. (1) A residue formula for the polynomial p, x will be given in
formula (10.10).

(2) The polynomials py,(z), with b an unbroken basis, will be characterized
by differential equations in Section 11.10.

(3) We will also show (Corollary 17.7) that the polynomials p(z) are a
basis of the space spanned by the polynomials coinciding with T'x on the big
cells.

(4) Tt is easily seen that the number of big cells is usually much larger
than the dimension of this last space. This reflects into the fact that the
polynomials coinciding with Tx on the big cells satisfy complicated linear
dependency relations that can be determined by the incidence matrix between
big cells and cones generated by unbroken bases.
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9—6y+y?
S +3a+ %+3m—§ 7—21—# 8—4x+§—4y
@=w? 5, 3 2 2 2
5 —3y—wy+-5 —dytzy+-5 +zy+ 5
Sta—a’-y
2 2 2 2
FH3et ity —ay— 4 d—dat oy — 4
1422422 7%+z+3y7'y2 7%+z712+3y7y2 7%71+3y7y2 4—dz4a?

"2 2
—1+ 5 +2ytay— -

2 2
3wt +3y—wy— Y

(z+y)?
2

1
-5tz

— 2
_(= 21/) +y

—

)2
(= 2y) ty

Fig. 9.4. The box spline 2Bx, ZP element

Remark 9.11. The decomposition into big cells, which is essentially a geomet-
ric and combinatorial picture, corresponds to a decomposition of the cone
C(X) into regions in which the multivariate spline Tx has a polynomial na-
ture (see 11.35). Moreover, the contributions to the polynomials on a given
cell 2 come only from the unbroken bases b such that 2 C C(b).

This is in accordance with Theorem 9.16, that we will prove presently. This
theorem states that one can use only the quadrants associated to unbroken
bases in order to decompose the cone into big cells.




150

10

9 The Function Tx

B5

B4

53
0

62

61

57

56

47

a3

80
00

73

B1

78

67

45

40

42

39

4
30

25
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115

94

114

93

13
91
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76

75

74
80
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&3

1

3

27

3

22

110

106

109
108

83

52

33

05 =] 21 5

i Tl 35 2

3B a8

0 1 I \ 1
-2 -1 0 1 2 3

Fig. 9.5. The box spline for G2

9.4 Geometry of the Cone

9.4.1 Big Cells

Formula (9.5) depends on the choice of an ordering of X and so on the cor-
responding unbroken bases, while Tx is clearly intrinsic. This suggests the
possibility that the stratification of C(X) induced by the big cells and their
faces may be constructed by using only the stratifications associated to the
cones C'(b) when b is unbroken. In order to prove this we need a few simple
combinatorial lemmas on polytopes whose proof we recall for completeness.

First let us observe that the cone, the stratification, and the notion of
unbroken do not change if we rescale the vectors in X by positive numbers.
We may thus rescale, using our assumptions on X, each a; to a vector v;, such
that all these vectors lie in an affine hyperplane IT of equation (¢, z) = 1 for
some linear form ¢.

The intersection of the cone C'(X) with IT is the convex polytope X, the
envelope of the vectors v;. Each cone, generated by £+ 1 independent vectors
in X, intersects Il in a k-dimensional simplex. In particular, the strongly
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regular points of C(X) are obtained by projecting the points in X' that are
not contained in any (s — 2)-dimensional simplex generated by vectors in X.

Consider the following stratifications of Y. Let us choose a family Z of
bases extracted from X. For each such basis b consider the family F of
relative interiors of faces of the simplex o, generated by b. In other words
we consider the relatively open simplices d.,¢ C b, and set Fr = UpczFp.
Given a point v € X we set Z(v) = {f € Fz|v € f} and define an equivalence
relation Rz on X by setting v and w as equivalent (or belonging to the same
stratum) if Z(v) = Z(w).

We want to compare the equivalence relations Rz for various choices of 7.
We start with a special case, assuming that the set X consists of s+ 1 vectors
Vg, - ..,Us. We set Z equal to the family of all bases formed by elements in
X. Having chosen 0 < j < s, we set Z; to be equal to the family of all bases
formed by elements in X and that contain the vector v;. By Theorem 1.49
X2 = Upezoy. This is refined as

Lemma 9.12. ) = Ubez; 0,

Proof. By suitably reordering, we can assume that j = s. If vg,...vs_1 are
not linearly independent, the claim follows from Lemma 1.49.

Let us now suppose that b = {vg,...vs_1} is a basis of V. Take any
v € 0p \{vs}. Consider the line ¢ joining v with vs. This line intersects oy in a
segment [a, b], and (by Lemma 1.3) it intersects X' in the convex envelope of the
three points a, b, vs. Then v is either in the segment [a,vs] or in [b, vs]. Since
a,b are in (s — 2)-dimensional faces of o, we deduce that v lies in the convex
envelope of an (s — 2)-dimensional face 7 of o}, and v,. If v, is independent of
7, we have thus an (s — 1)-dimensional simplex having v, as a vertex in which
v lies. Otherwise, by induction, v lies in any case in some simplex having v,
as a vertex, which is then contained in a larger (s — 1)-dimensional simplex.

Lemma 9.13. Let o be a simplex, q a point in the interior of a face T of
o, and p a point different from q. Assume that the segment [p,q] intersects
o only in q. Then the convex hull of T and p is a simplex having T as a
codimension-one face and meeting o in T.

Proof. If p does not lie in the affine space spanned by o, the statement is
obvious.

Otherwise, we can assume that ¢ is the convex hull of the basis vectors
€1,...,em, T is the face of vectors with nonzero (positive) coordinates for
1 < k, and p lies in the affine space generated by eq, ..., epn.

The condition that {tg+ (1 —t)p | 0 <t < 1} No = {q} is equivalent to
the fact that there is an 4 larger than k such that the i-th coordinate of p is
negative. This condition does not depend on the point ¢ € 7 and shows that
p is affinely independent of 7. Since when 0 < ¢ < 1 this coordinate remains
negative, our claim follows.
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Lemma 9.14. With the same notation as above, the equivalence relations Rz
and Rz, coincide.

Proof. As before, assume that j = s. Observe that a simplex ¢, € Fr \ Fz, if
and only if ¢ C b and vy is in the affine envelope of ¢. Thus, if b = (vo, ..., vs—1)
is not a basis, then Z = Z, and there is nothing to prove.

Otherwise, assume that b = (vp,...,vs—1) is a basis and take a such a
simplex 6, € Fz \ Fz,; thus ¢ C b and v is in the affine hull of c.

If two vectors v,w € X are congruent under Rz, and v € ¢, we need to
show that also w € .. Notice that by the equivalence Rz, w is in the affine
envelope of 0., so if ¢ C b, we can work by induction on the dimension.

We may thus assume that ¢ = b.

If v, lies in the simplex o3, the set X' coincides with 0. Then one easily
sees that each face of oy is stratified by elements in F7z_ and there is nothing
to prove.

Assume now v ¢ op. If v5 = w, the fact that v = v for the equivalence
Rz, means that v = v, = w and we are done. So now assume vy # w and
by contradiction w ¢ d3. The half-line starting from v, and passing through
w meets for the first time the simplex o3 in a point u that is in the interior
of some proper face 7 of o, and w is in the half-open segment (v,,u]. By
the previous lemma, the convex hull of v and 7 is a simplex p and meets o
exactly in 7. Both p and 7 belong to Fz, by construction, and w € pU 7. So
the same is true for v and v ¢ a3, a contradiction.

Let us now return to our set of vectors X with a fixed ordering. Set Z
equal to the family of all bases that can be extracted from X, and as before,
N B equal to the family of unbroken bases with respect to the chosen ordering.

Choose an element a € X and assume that the element b is the successor
of a in our ordering. Define a new ordering by exchanging a and b. The
following lemma tells us how the set N'B changes.

Lemma 9.15. An unbroken basis o := (a1, ..., as) for the first order remains
unbroken for the second unless all of the following conditions are satisfied:

(i) a = a; appears in o.
(ii) b does not appear in o.

(i11) b is dependent on the elements a;,j > 1 in o following a.

If all these conditions hold, then ¢’ := (a1, ...,a;—1,b,a;41,...,as) is an un-
broken basis for the second order. All unbroken bases for the second order that
are not unbroken for the first order are obtained in this way.
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Proof. The proof is immediate and left to the reader.

Theorem 9.16. The equivalence relations Rz and Rap coincide.

Proof. As before, choose an element ¢ € X with a successor b in our order-
ing. Define a new ordering by exchanging a and b and denote by N'B’ the
family of unbroken bases with respect to the new ordering. We claim that the
equivalence relations Ry g and Rarpr coincide.

Since every basis extracted from X is an unbroken basis for a suitable
ordering and we can pass from one ordering to another by a sequence of
elementary moves consisting of exchanging an element with its successor, this
will prove our theorem.

Set NB = NBUNB'. Take a basis b € NB — NB. By Lemma 9.15
we have that b = {¢1,...,¢k-1,b,Cht1,...,¢r} With a,b, cgy1, ..., ¢, linearly
dependent. Consider the set of vectors b U {a}. To this set we can apply
Lemma 9.14 and deduce that the equivalence relation induced by the family
of all bases extracted from b U {a} coincides with the equivalence relation
induced by the subfamily of all bases containing a. These are all easily seen
to lie in N'B. We deduce that Ryp and Ry coincide. By symmetry, Ry g/
and Rzrz coincide too, whence our claim.

Remark 9.17. We have thus proved that two strongly regular points x, y belong
to the same big cell if and only if the set of unbroken bases b for which
x € C(b)° coincides with that for which y € C(b)°.

Ezxample 9.18. Az ordered as aq, oo, a3, a1 + o, g + 3, ap + g + g
We have six unbroken bases, all of which necessarily contain «a:

{ou, g, az};{on, az, as+as};{o, as, a1+ s+ as};
{on, a3, a1+ as}; {1, a3, a1 + s+ agh;{a1, a1 + a2, ag + as}.

The decomposition into big cells




154 9 The Function T'x

is obtained superposing the cones associated to unbroken bases:
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Cohomology

This chapter is independent of the remaining treatment and can be skipped
without compromising the understanding of what follows.

10.1 De Rham Complex

10.1.1 Cohomology

The cohomology of the complement of a hyperplane arrangement has been
computed by Orlik—Solomon [83] in general and over Z. Here we want only to
discuss how one computes it over C by using the algebraic de Rham complex.
This is due to the fact that by a theorem of Grothendieck [57], we can compute
the complex de Rham cohomology of a smooth affine variety by computing
the cohomology of its algebraic de Rham complex.

So let us analyze the algebraic de Rham complex of the complement Ax ,
of the hyperplane arrangement associated to a datum X, . a

This complex is described by the graded algebra of algebraic differential
forms Rx , ® A\ dV, where dV is the space of differentials of linear functions.
In coordinates x; we have that /\ dV is the exterior algebra generated by the
elements dz;.

We have already seen the (noncanonical) decomposition

Rx, =P Aw [J(a+pa) ", (10.1)

W acc

where W runs among the subspaces of the arrangement determined by the
datum X, p and ¢ runs through the bases unbroken on W (see Definition 2.29).
The main point is the following:

Lemma 10.1. Ay [],..(a + pa) " @ AdV is a subcomplex.

acc

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 155
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_10,
© Springer Science+Business Media, LLC 2010



156 10 Cohomology

Proof. Choose coordinates such that C[a%l, ceey %7 Thtl,---Ts) = Aw,
and ¢ = {x1,...,2%}. In degree 0 we have clearly that
8h1 ahk hrt1 hk+2 : 1
d ceh — 0 .. hs €XTi _|_
((9961 Oy, Kt Tht2 £[1 i+ i)
k k
— gt g e T (2 4 )t
; 0x1 o0x; Oy, k1 Th+2 11;[1 it ) !
s k
om oM hipt1, Prt2
+ Z hl%axk apt . SH x4 pi) "t dx;.
i=k+1 1 i=1

This formula extends to all degrees.

The previous decomposition of the de Rham complex into complexes thus

gives a decomposition of the cohomology. We now have to understand the

cohomology of a single summand Aw [],c.(a + pa) ™' ® AdV. This is easily

seen to be the tensor product of s basic complexes of the following two types:
1. The de Rham complex in one variable

050 5 Cla] L Clalde — 0 -2 -0

Here df = f'dx (where f’ denotes the derivative with respect to x). Thus it
is clear that the cohomology of this complex is 0 in all degrees except degree
0, where it is 1-dimensional, generated by the class of the cocycle 1.

2. The complex in one variable

d, 1 4 d, _4
--O—>(C[dx]x —>C’[dx]x dr —0---0---.

Here d(f(££)z=1) = £ f(L )z~ dz. Thus it is clear that the cohomology of
this complex is 0 in all degrees except degree 1, where it is 1-dimensional,
generated by the class of the cocycle dlog(z) = x~'dz.

In the first case we apply it to x = x; and in the second to x = x; + u;.

The following is immediate

Theorem 10.2. Let ¢ = {c1,...,c,} and set p; == fic, .

The cohomology of the complex Aw [],c.(a + pa) L @ ANdV is 0 except
in dimension k where it is 1-dimensional generated by the class of the cocycle
dlog(cy + p1) A dlog(ca + pa) A~ -+ A dlog(ck + pik).

Proof. This is immediate from the previous remarks and the Kiinneth formula.

For a subspace W of the arrangement and an unbroken basis ¢ = {¢1,...,cx}
on W, we set ww, equal to the cohomology class of the differential form
dlog(cy + p1) Adlog(cz + p2) A ... Adlog(er + pur). As a Corollary we get

Theorem 10.3. The classes ww,c form a basis of H*(Ax,u, C).
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For any point p € P(X, ) we can consider the arrangement, centered at p,
consisting of the hyperplanes of equation a + p, =0, a € X,. Let B, be the

restriction of p to X,. Clearly, Ax , C Ax,,, and these inclusions induce a
= = —p
map

f : @pEP(X,H)H*(AXp,Bpa C) - H*(Ax,ﬁa (C)

Corollary 10.4. The map [ is an isomorphism in top cohomology.

10.1.2 Poincaré and Characteristic Polynomial

We are now ready to prove the theorem of Orlik—Solomon, stated in Section
2.2.4. We now assume p = 0. Let us consider the Poincaré polynomial

px(t) = ZdlmHl(.Ax,(C)tz

Let xx(q) be the characteristic polynomial defined in Section 2.2.4. We have
Theorem 10.5 (Orlik—Solomon). px (t) = (—t)*xx(—t~1).

Proof. Notice that there is an obvious bijection between the set of subspaces
of the arrangement Hx and the set of subspaces in V spanned by elements
in X mapping a subspace W of H to its annihilator W-. Using this and the
definition (2.8) of xx(gq), we can write

xx(@= > 0wt

W subspace of H x

On the other hand, by Theorem 10.3, we have that

px (t) — Z U(W)ts_dimw,

W subspace of Hx

where v(W) is the number of unbroken bases on W. Thus everything will
follow once we show that for any subspace W of Hx,

p(W) = (—=1)59mW 0, W) = (—1)m W™ 40, ).

If X is the empty list in a space of dimension zero, then v(0) = p(0,0) = 1.
We can thus assume that X is nonempty and proceed by induction on the
dimension of W+. In particular, our result is true for any list X,y. = XNW+
with W # {0}. From this we immediately deduce that for each such W,
v(W) = (=1)"~ W0, wh).

Now notice that the fact that X is nonempty clearly implies that we have
a free action of C* on Ax by homotheties that induces a homeomorphism of
Ax with C* x Ay, where Ay is the quotient of Ax by C*. In particular, the
Euler characteristic px(—1) of Ax is equal to zero. We thus deduce that
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Z I/(W)(—].)S_dimw —0.

W subspace of H x

Using the inductive hypothesis yields

(=1)*w({0}) = = D _w(W)(=1)* =¥
w

- Z :U‘(Ov W) = (_1)SM(O7 V):
w

where the sum is over all nonzero subspaces W of the arrangement H x .

We should add that in the case of root systems, the theory is much more
precise, but it would take us too far afield to explain it. In this case, by a
result of Brieskorn [21], one has the remarkable factorization of the Poincaré
polynomial as [];_, (1 + b;q), where the positive integers b; are the exponents
of the root system (see [20]). This has been extended by the work of Terao
[111], [112] on free arrangements. Moreover, in this case the Weyl group acts
on the cohomology, and its character has also been object of study; see, for
instance, Lehrer and Solomon [73].

10.1.3 Formality

We want to go one step forward and understand a basic fact, called formality,
and the structure of cohomology as an algebra.

The formality of Ax,, means that there is a subalgebra of cocycles of the
differential graded algebra of differential forms isomorphic to the cohomology
algebra H*(Ax ,,C).

Let then Hx be the subalgebra of the de Rham complex generated by
all the elements dlog(a + p,), a € X. Clearly, Hx consists of cocycles such
that we have a algebra homomorphism from Hyx to the cohomology algebra
H*(Ax, 1w C).

We will transform the equations (8.7) into algebraic relations on the forms

dlog(a + pg). Let us define w, := dlog(a + pi4).
Take a dependency relation Zf:o s;b; = 0, with all the s;’s different from
zero. In particular, Zf:o sid(b;) = 0. Set w; := dlog(b; + ;). We have then
Wo A A Awg = 0. (10.2)

If, moreover, Z?:o si(b; + pp,) = 0, we have a stronger relation of lower
degree. Take two indices h,j < k and multiply the identity Ef:o s;d(b;)) =0
by d(bo) A+ Ad(bp) A+ Ad(bj) A -+ Ad(by) we get!

!By & we mean that we remove x.
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0 =snd(bp) Ad(bo) A--- Ad(bp) A--- Ad(bj) A--- Ad(br)
+55d(b;) Ad(bo) A--- Ad(bp) A--- Ad(b;) A--- Ad(by).

Thus we have the unique form v = (—1)*d(bg) A+~ Ad(br) A--- Ad(bs)sy
that does not depend on k. From this and the relation (8.7), we have that
whenever we have the relation Z?:o si(b; + pi) = 0 we deduce

k
D (=Diwo A Adi A Awg = 0. (10.3)
1=0
In fact
k 50
(—Dfwg A A A Awp=(Y =" )y=0
Z-Z::O Xl: Hj;éi(bj + 1j)

Theorem 10.6. (1) The homomorphism from Hx to the cohomology algebra
H*(Ax ,,,C) is an isomorphism.

(2) The products dlog(a;, + pui,) A--- Adlog(as, + i) where ag,, ..., a;, run
through the unbroken bases for the corresponding spaces of the arrange-
ment, are a linear basis of Hx.

(3) The algebra Hx 1is presented as the exterior algebra in the generators
wa, a € X, modulo the relations (10.2), (10.3) deduced by the dependency
relations.

Proof. Let us define the algebra Hx presented by the exterior generators
w; and the relations 10.2, 10.3. We have a sequence of homomorphisms
Hx — Hx — H*(Ax,,,C). From Theorem 10.3 we deduce that the com-
posed homomorphism is surjective. Therefore, we need only show that the
products corresponding to unbroken sets span Hyx.

First observe that by the relations (10.2) the algebra Hx is spanned by
products of the w, involving only linearly independent elements of X. So let
us take k linearly independent elements b; € X. Let W be the space of the
arrangement given by b; + up, = 0. Take an a € X such that a + 1, vanishes
on W and a breaks the list b;.

Using the relations (10.3) it is then clear that we can replace the product
of the elements wy, with a linear combination of products in which one of the
wp, has been replaced by w,. These terms are lexicographically strictly lower
products, and the claim follows by recursion.

10.2 Residues

Inspired by the usual method in one complex variable for computing definite

integrals, we want to develop a residue method to compute the function T'x ,.
A similar approach will be later developed also for partition functions.
The results of this section are due to Brion—Vergne [27], [28], [25].
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10.2.1 Local Residue

Proposition 9.2 can be interpreted as expressing T'x ,, as a sum of residues at
the various points of the arrangement and it allows us to restrict our analysis
to the case u = 0.

The description of the cohomology in top degree can be reformulated as
follows. In Theorem 8.10 we have introduced the space ©x spanned by the
clements dy := [],c,a™", as b varies among the bases extracted from the list
X, and we have proved that it has as basis the elements d;, as b varies among
the unbroken bases. By the description of the top de Rham cohomology, we
have the following result:

Proposition 10.7. We have the direct sum decomposition

where O(Rx) 1is the span of the partial derivatives of elements in Rx.

For any top differential form ¢, denote by [¢] its cohomology class. Recall
that in Definition 8.13 we have defined the residue res,(¢) for any unbroken
basis b. From the relations proved in Lemma 8.14 we get (recalling formula
(8.11)) the following

Proposition 10.8.

W= > resy(y))[ws]. (10.4)

QGNBX

Consider the algebra Ry := L[dy'], where L is the algebra of germs of
functions holomorphic around 0. The algebra Ry is also a module over the
Weyl algebra W (V') and has a filtration by polar order. We have, for every

k, a mapping (Rx)k/(Rx)r—1 = (Rx)r/(Rx)k-1-
Theorem 10.9. The map

Rx/(Rx)s—1 = Rx/(Rx)s-1

s an isomorphism.
The cohomology of the de Rham complex associated to Rx equals the co-
homology of the complex associated to Rx .

Proof. First let us prove that the map is surjective. Take an element of R x. It
can be written as linear combination of elements fbl_h1 <o-b7hs where f € L
and the b; give a basis of coordinates and h; > 0. If we write f as a power
series in the variables b; we see that all the products b ---bFsb "t ... p-he
for which at least one k; > h; lie in (Rx)s—1 therefore modulo this space,
for™ - b7 s in the image of Ry.

In order to prove that the map is an isomorphism, we can use the fact that
it is a morphism of W (V') modules. Then using Corollary 4.2 it is enough to
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prove that the images of the elements d;l are still linearly independent in
Rx/(Rx)s—1. For this one can follow the same reasoning as in Proposition
8.11 (the residue computation).

As for the cohomology, we leave it to the reader.

We are now going to define the total residue of a function f € Rx. Choose
once and for all a basis x1,...,x5 of V.

Definition 10.10. Given f € Ry, its total residue Tres(f) is the cohomology
class of the form fdxq A - A dxs.

We can now reformulate formula (10.4) as:

Tres(f) = Z resy (f)[wp]-

bENB(X)

We can compute the polynomials p, x that appear in the expression (9.5) of
the multivariate spline Tx from the following general formula. Recall that
(Theorem 8.20) the space of polar parts is a free S[U]-module with basis the
classes of the functions d; ' = [],, ™! as b € NB(X):

Theorem 10.11 (Brion—Vergne). For every h € Rx, write the class of h,
in the space of polar parts, as ZbeNB(X) v, x [dy '] with g, x € S[U]. We have

g, x (—y) = det(b)resy (e h(x)). (10.5)

Proof. We begin by observing that formula (10.5) makes sense, since if we
expand eIV h(z) with respect to the variables y = {y1,...,%s}, we get a
power series whose coefficients lie in Rx.

In order to prove this theorem we need some properties of Tres. The first
property of Tres, that follows from the definition, is that given a function f

and an index 1 <7 < s, we have Tres(%) = 0; hence for two functions f, g

= —Tres(f 99 ).

Tres( of 3
z;

o 9)

In other words, for a polynomial P,
Tres(P(8,)(f)g) = Tres(fP(~0,)(g)). (10.6)
We shall use the relation (10.6) for the function f = ef¥/*) for which we have
P(d,)ev1®) = p(y)etvl®), (10.7)

The second simple property is that given a basis b extracted from X, that
we think of as a system of linear coordinates on U, and a function f regular
at 0, we have (by expanding in Taylor series in the variables a € b)
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f 1
T = f(0)T 10.8
res(Ha@a) f(0) res(Ha@a) ( )
We get
Tres(eY® h(x)) = Tres( Z eI gy x (9,) ! )
9, z H a
bENB(X) a€b
—9.)(elvl®)
= Z Tres(qb’X(H x)(a )> = Z QQ,X(—y)Tres(ﬁ)
bENB(X) ach bENB(X) acb
1
= Y ax(-y)wl. (10.9)
bENB(X) det(b)
From this the theorem follows.
Thus applying this to h(z) = dy', we have
(ylz)
e
Po,x(—y) = det(b)resk( 7 ) (10.10)
e
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Differential Equations

Most of this chapter is devoted to the discussion of the theory of Dahmen and
Micchelli characterizing the space D(X) of polynomials that satisty the same
differential equations satisfied by the polynomials that describe the box spline
locally.

11.1 The First Theorem

11.1.1 The Space D(X).

We shall use all the notation of Section 8.1 and assume that all the numbers
e are equal to zero.

By Corollary 8.20, R/R,_1 is a free S[U]-module with basis the elements
up, classes in R/R,_; of the products [],c, a~', as b runs over the unbroken
bases of X.

Recall that dx = [],c x a. We shall denote by ux the class of d)_(1 in the
space of polar parts R/Rs_1.

Lemma 11.1. If Y is a cocircuit, we have [[,cy aux = 0.

Proof. If Y C X is a cocircuit, by definition X \ Y does not span V so that
(HaEY a')d)_(l = Han\Y a? € Rs_1.

If Y C X, let us define
Dy := H D,.

acY

This element lies in the algebra A = S[V] of polynomial differential operators
with constant coefficients on V. Inspired by the previous lemma, let us give
the following definition, of central importance in the work of Dahmen and
Micchelli and in this book. Let us denote, as in Section 2.2.1, the set of
cocircuits by £(X).

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 163
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_11,
© Springer Science+Business Media, LLC 2010
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Definition 11.2. The space D(X) is given by
D(X):={feS[U]|Dyf=0,VY € &(X)}. (11.1)

The space D(X) plays a fundamental role in the theory of Bx. In fact, in the
course of this chapter we shall show that this space coincides with the space
D(X) introduced in Definition 7.21.

We shall often use a reduction to the irreducible case by the following
proposition

Proposition 11.3. Assume that X decomposes as X1 U ---U Xy, so that the
space R® decomposes as R® = (X1) ® -+ & (Xi).

We identify the polynomials on a direct sum as the tensor product of the
polynomaials on the summands, and we have

D(X) ZD(X1)®D(X2)®-'-®D(Xk). (11.2)

Proof. 1t is enough to observe that a subset Y = UleY;, Y; C X is a cocircuit
if and only if at least one of the Y; is a cocircuit, so the differential equations
can be applied separately to the variables of each space (X;).

Remark 11.4. When the irreducible X; is reduced to just one vector, in the
corresponding factor R the polynomials D(X;) reduce to the constants.

Recall that, in Definition 2.23, we have denoted by m(X) the minimum
length of elements in £(X). We have the following

Proposition 11.5. The number m(X) is the mazimum among the numbers
r such that all polynomials of degree < r lie in D(X).

Proof. Every polynomial f of degree p < m(X) satisfies the differential equa-

tions Dy f = 0,VY € £(X), since Dy is a product of more than p derivatives.
Conversely, if Z € £(X) is a cocircuit of length m(X), we can find a

homogeneous polynomial f of degree m(X) with Dzf =1 and f ¢ D(X).

Let us return to the basic formula (9.4):

iz Z pb,x(ax)dib7 dg:: Ha.

beNB = a€b

We shall apply this formula as follows. We work in the module Px of polar
parts and with the classes ux,up of d)_(l,db_l. We think of these classes as
elements of the Fourier dual IE’X of Px, and for an elemqnt m € Px we
denote by m the same element thought of as an element of Px. By Theorem
8.20, each 4 generates a submodule isomorphic to the module of polynomial
functions on U, and

Ux = Z Do, x (—x)lp. (11.3)

beNB

We can state the first theorem on differential equations satisfied by Tx:



11.2 The Dimension of D(X) 165

Theorem 11.6. The polynomials py x (—x) and hence the polynomials

pale)= Y [det()]| 'ppx(~x)

b | 2CC@®)
in formula (9.5) lie in D(X).

Proof. The result follows from Lemma 11.1 on applying the algebraic Fourier
duality to the module of polar parts and formula (11.3).

Using Proposition 8.23, the fact that the polynomials py, that coincide with
Tx in each big cell 2 lie in D(X) has the following meaning in terms of
distributions:

Corollary 11.7. When Y is a cocircuit, the distribution Dy Tx is supported
in the singular set of C(X).

11.2 The Dimension of D(X)

Since the elements Dy are homogeneous, the space D(X) is also graded, and
it is interesting for each k£ > 0 to compute the dimension of its degree-k com-
ponent Di(X). As usual, one can arrange these dimensions in a generating
function,

Hx(q) := Y dim(Di(X))q".
k

We will show a theorem proved in [41]:

Theorem 11.8. The space D(X) is finite-dimensional, of dimension the
number d(X) of linear bases of V' that one can extract from X :

Hx(q):= Y ¢" "W =¢"T(X,1,¢7"). (114)
beBx

Here e(b) is the external activity of a basis b € Bx introduced in Section
2.2.2 (deduced from the Tutte polynomial). In particular, the top degree
polynomials in D(X) are of degree m — s.

We shall prove this theorem by exhibiting an explicit basis.

Moreover, from general facts we shall see that D(X) is generated, under
taking derivatives, by the homogeneous elements of top degree.

For the proof of these results we shall follow a direct approach. In fact,
one can view these theorems as special cases of a general theory, the theory
of Stanley—Reisner or face algebras.

The interested reader should read our paper Hyperplane arrangements and
boz splines [43] with an appendix by Anders Bjorner.
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11.2.1 A Remarkable Family

In order to obtain a proof of Theorem 11.8, we start with the study of a purely
algebraic geometric object.

For notational simplicity let us define A := S[V].

We want to describe the scheme defined by the ideal Iy of A generated
by the elements dy := ] .y a as Y runs over all the cocircuits.

Thus we are interested in the algebra
AX = A/IX (115)

We shall soon see that A x is finite-dimensional. Formally A x is the coordinate
ring of the corresponding scheme.

The use of the word scheme may seem a bit fancy. What we really want
to stress by this word is that we have a finite dimensional algebra (quotient
of polynomials) whose elements as functions vanish exactly on some point p,
but at least infinitesimally they are mot constant. This can be interpreted
analytically in the language of distributions and appears clearly in the dual
picture that produces solutions of differential equations.

To warm us up for the proof let us verify that this scheme is supported at
0 (that implies that Ax is finite-dimensional).

For this, observe that the variety of zeros of a set of equations each one of
which is itself a product of equations is the union of the subvarieties defined by
selecting an equation out of each product. Thus what we need is the following:

Lemma 11.9. Take one element by from each cocircuit Y. Then the resulting
elements by span V, and hence the equations by = 0, Y € E(X) define the
subvariety consisting of the point 0.

Proof. If, by contradiction, these elements do not span V', their complement
is a cocircuit. Since we selected an element from each cocircuit, this is not
possible.

Let us extend the definition of our notions as follows. If X = (a1,...,am)
and p = (u1,. .., m) are parameters, we define Ix(u) to be the ideal given
by the equations Hajey(aj +p5), Y € E(X). This can be viewed either as an
ideal in S[V] depending on the parameters p or as an ideal in the polynomial
ring

A(p) = S[V][p1,-- - s ]

In this second setting it is clearly a homogeneous ideal, and we can apply
to it the results of Section 5.1.2. This we shall do in the next section.
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11.2.2 The First Main Theorem

Let us define, for a sublist Y of X, dy (i) := [[,cy (a + pa)-
We shall prove a stronger version of Theorem 11.8. Set

Ax(p) := A(p)/Ix ().

We need some lemmas.

Lemma 11.10. For generic p, the ideal Ix(p) defines d(X) distinct points.

Proof. Set theoretically, the variety defined by the ideal Ix(u) is the union of
the varieties described by selecting, for every cocircuit Y € £(X), an element
by € Y and setting the equation by + pp, = 0.

By Lemma 11.9, the vectors by span V. Thus the equations by + up, =0
are either incompatible or define a point of coordinates —pu;,, j=1,...,s, in
some basis a;; extracted from X.

Conversely, given such a basis, every cocircuit must contain at least one
of the elements a;,; hence the point given by the equations a;; + ;; = 0 must
lie in the variety defined by Ix(u).

As we have seen in Section 8.1.4, if the u; are generic, these d(X) points
are all distinct.

This lemma implies that for generic p, dim(Ax(p)) > d(X) and equality
means that all the points are reduced, that is, Ay () coincides with the space
of functions on these points and has no nilpotent elements.

We will proceed by induction. Let X = {Z,y} and pu = (v, p,). Choose a
complement W to Cy in V' and write each element a € V as

a=a+ Ay, a €W, A\, € C,

according to the decomposition.
Finally, define A(u) := A(p)/A(u)(y + py). We can clearly identify A(p)
with S[W][ul. B - B
Denote by 7 : A(u) — A(u) = S[W][u] the quotient homomorphism. If
a € V, we have that B B
m(a) =a— Aafty-

For a € Z set Uy := jiq — Aafty. Clearly,
SW][pl = SIWIP][my)-

Also, for any sublist B C X, set B equal to the list of nonzero vectors in
W that are components of vectors in B.
Our first claim is the following

Lemma 11.11. The image of Ix(p) in A(u) is the ideal Iz(v)[u,].
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Proof. Indeed, the elements dy (1) = [[,cy (a+ ), where Y runs over the set
of cocircuits, generate the ideal Ix (). A cocircuit is of the form X \ H, where
H is a hyperplane spanned by a subset of X. If y ¢ H, we have that y + Ly
divides dy (p), and so 7(dy (p)) = 0. On the other hand, the hyperplanes of
previous type containing y are in one-to-one correspondence, by the projection
map H — W, with the hyperplanes H of W generated by elements of X = Z.
For such a hyperplane H we have clearly 7(dy (1)) = dy(7) where Y := Z\ H.
Hence w(Ix) = I;(V)[p,], as required. B

Denote now by px the projection map px : A(u) — Ax(u).

Lemma 11.12. There exists a surjective map

3+ AzW)lpy] = (v + py) Ax (1)
of A(p)-modules that makes the following diagram commute:

Alp) L (g4 ) Aw)

Az ) [y) —2— (y+ 1) Ax ()

Proof. To see this it suffices to show that if Y € £(Z) then

(y+my) - J] @+ pa) € Ix(p).
a€cY

We have two cases. If y € (Z\Y), then Y = X\ (Z\Y) € £(X) and thus
[Locy (a+ pa) € Ix.

Ify ¢ (Z\Y), then XN(Z\Y) = Z\Y and X\(Z\Y) = X\ (Z\Y) equals
(Y, y) € E(X), so that (y + py) [[,ey (@ + ta) = [oe(y, (@ + pa) € Ix(p).

Our strategy is to construct an explicit basis of Ax(u). Recall the definition
of externally active elements E(b) associated to a basis b (Definition 2.2). Let
us consider then the elements

uy (1) = dx\ (B (1)-

Theorem 11.13. (i) The ring Ax(u) is a free module over the polynomial
algebra Clu] with basis the classes, modulo Ix (), of the elements uiX (),

as b runs over the bases extracted from X.
( it) For all u the ring Ax (u) :== A/Ix () has dimension equal to the number

d(X) of bases that can be extracted from X.

Proof. Clearly, (ii) is a consequence of (i), so we need only to prove (i). We
proceed by induction on the cardinality of X and on dim(V').
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First look at the classes, modulo ¥ + f,,, of the elements ugf (1), as b runs

over the bases eﬁxtracted from X with y € b. Then ¢ := b is a basis (for W)
extracted from Z. Observe that since y is the last element of X, we have

X\ (EM)Ub)=Z\ (E(c)Uo),

so that .
m(uy (1) = ug (7).

By induction, applying Lemma 11.11, we get that the elements u?(?), with
¢ € By, give a basis of A(v)[u,] over the polynomial algebra C[v] [;;y} = Cly].
It follows that given F' € Ax(u), we can find polynomials 7p; € C|
be Bx,ye€ X with F =3, mppup(p) lying in the ideal (y + py) Ax (p).

Next let b C Z be a bas;s. Then

up () = (y + py)uf ().

Thus again by induction, and by Lemma 11.12, the elements ug () as b varies
among the bases in Z span (y + p,)Ax () as a Clu]-module, as desired.
It remains to show the linear independence of the ug (). Assume that

there is a linear combination
> mup(p) =0,

beBx

with 7, € C[u] not all equal to zero. By Lemma 11.10, we can find a value Ky
of our parameters p with the property that not all the polynomials 7, vanish
at p, and the ring Ay (11,) has dimension at least d(X). On the other hand,
the images of u;X (u) in Ax (1,) span Ax (p1) and are linearly dependent. Thus

dim(Ax (1)) < d(X), a contradiction.

Observe that as a consequence of the proof, we also have that j: Ay — yAx
is bijective. We are going to use this fact later.

11.2.3 A Polygraph

As announced, we want to discuss the meaning of this theorem for the variety
Vx given by Ix(u) thought of as an ideal in S[V][p1, .. ., ftm)]-

This variety is easily seen to be what is called a polygraph. It lies in
U x C™ and can be described as follows. Given a basis b := (a;,,...,q;,) of
V, extracted from X, let (bl, ..., b%) be the associated dual basis in U. Define
a linear map i, : C™ — U by

S
ié(:ula s 7,um) = Zuijb].
Jj=1

Let I}, be its graph.
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Theorem 11.14. Vx = Upl},.

Proof. An element (p,uS,...,ud) € Vx if and only if p is a point of the
scheme defined by the ideal Ix(u°), p® = (uf,...,u2,). That is, p is de-
fined by the equations a;; + p;; = 0 for some basis b := (@iyy--.,ai,) of V.
This is equivalent to saying that p = — Z;Zl M b’. Since all these steps are
equivalences, the claim is proved.

The variety Vx comes equipped with a projection map p to C™ whose fibers
are the schemes defined by the ideals I5(y).

Remark 11.15. Theorem 11.13 implies that p is flat of degree d(X) and Ix (i)
is the full ideal of equations of V. Furthermore, Vx is Cohen Macaulay.

This fact is remarkable since it is very difficult for a polygraph to satisfy these
conditions. When it does, this usually has deep combinatorial implications
(see for instance [60]).

One should make some remarks about the algebras Ax(u) in general.

First let us recall some elementary commutative algebra. Take an ideal I of
the polynomial ring Clx1, ..., Z;]. Then Clz,. .., x,]/I is finite-dimensional
if and only if the variety of zeros of I is a finite set of points p1,...,px. In
this case moreover we have a canonical decomposition

Cla1, ..oy x] /T = % Clay, ..., 2] /I,

where for each p € {p1,...,pi}, the ring Clz1,...,zm]/I, is the local ring
associated to the point p.

Let p have coordinates z; = ;. The local ring Clx1, ..., 2]/, is charac-
terized, in terms of linear algebra, as the subspace of Clzy,...,z,,]/I where
the elements x; have generalized eigenvalue p;. Thus the previous decom-
position is just the Fitting decomposition of C[z1,...,x,,]/I into generalized
eigenspaces for the commuting operators x;.

In the case of the algebra Ax(u), the quotient of S[V] by the ideal Ix ()
generated by the elements ]—Iyey(gjqL ty),Y € E(X) we see that if for a point
p € P(X, p) we have that (y|p) + py # 0, in the local ring of p the element
Y+ fy 1S invertible, and so it can be dropped from the equations. We easily
deduce the following result

Proposition 11.16. For every point p € P(X, 1), we have that the local com-
ponent Ax(u)(p) is identified to the algebra AXp(Hp) defined by the sublist
X, = (z € X| (&]p) + 1z = 0).

Furthermore, by a change of variables Ix,(pp) = 7,(Ix,) where 7, is the
automorphism of A sending x to x — (x| p),Vx € V. Thus, the automorphism

Tp, induces an isomorphism between Ax, and Ax, (Hp)'
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11.2.4 Theorem 11.8

By Theorem 11.13, the ring Ax = A/Ix has dimension d(X). On the
other hand, the space D(X) is by the definition of the pairing (5.1) between
A = S[V] and S[U] the space orthogonal to the ideal Ix. We deduce that
the dimension of D(X) equals the codimension of Ix, that is, d(X), proving
Theorem 11.8.

Let us now make some further considerations in the parametric case. Let
us observe that for generic p, that is, in the case in which P(X, u) consists
of d(X) distinct points, the space of solutions of the system of differential
equations defined by Ix (i) has as a basis the functions eP, p € P(X, u).

In the general case, Proposition 11.16 immediately implies the foll?)vving

Theorem 11.17. For each p € P(X, ) consider the sublist
X, i= (@ € X | {x]p) + 1 = 0).

Then the space D(X, ) of solutions of the system of differential equations
defined by Ix(u) has the direct sum decomposition

DX,p)= @B e'D(X,).
pEP(X, 1)

Remark 11.18. In Definition 11.2 of D(X), we can start by assuming that f is
a tempered distribution. In fact, due to the property that the ideal generated
by the elements Dy contains all large enough products of derivatives (see
Lemma 11.9), and applying Lemma 5.7, we deduce that any solution f is
necessarily a polynomial.

11.3 A Realization of Ax

11.3.1 Polar Representation

Recall that we have introduced the notation dy := [],cy a for any list Y of
vectors, in particular for a sublist Y € X. We shall use the notation uy for
the class of d{,l in the module of polar parts Px = Rx/(Rx)s—1. Notice that
for any sublist Y C X we have

dx\yux = uy.

Definition 11.19. We define @ x to be the S[V] submodule of the space of
polar parts Px generated by the class ux.
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The spaces Rx and Px are naturally graded (as functions). It is convenient
to shift this degree by m so that ux has degree 0 and the generators u, have
degree m — s. If b is an unbroken basis, these will be just the elements u
introduced in Section 8.1.6 considered here when p = 0.

With these gradations the natural map = : A — Qx defined by the formula
7w(f) := fux preserves degrees.

We shall use the notation E(b) of Definition 2.26 to denote the set of
elements of X externally active with respect to a basis b extracted from X.

Theorem 11.20. (1) The annihilator of ux is the ideal Ix generated by the
elements dy = Haey a, as'Y runs over the cocircuits. Thus Qx ~ Ax as
graded A-modules.

(2) The elements up@p)up, as b runs over the bases extracted from X, are a
basis of Qx .

Proof. Since the classes, modulo Ix, of the elements dx\(z)up), as b runs
over the bases extracted from X, are a basis of Ax, we have that (1) and (2)
are equivalent.

By Lemma 11.1, the annihilator of ux contains the ideal Ix.
Thus, from Theorem 11.13, it is enough to see that dim Qx > d(X).

We want to proceed by induction on s and on the cardinality of X.

If X consists of a basis of V| clearly both Ax and Q) x are 1-dimensional
and the claim is clear. Assume that X := (Z, y) and let us first discuss the
special case in which Z spans a subspace V' of codimension-one in V, so y is
a vector outside this subspace and d(X) equals the number d(Z) of bases of
V' =(Z) extracted from Z.

We clearly have the inclusions

Rz C Ry, y_le)k,1 C RX,k VEk.

Furthermore, the element ux € Px is killed by y. By induction on s, the
theorem follows in this special case from the following lemma

Lemma 11.21. (1) Multiplication by y~' induces an isomorphism between
Py and the kernel of multiplication by y in Px.
(2) Multiplication by y~! induces an isomorphism between Qz and Qx.

Proof. (1) Since y™ 'Rz -1 C Rx, it is clear that multiplication by y~!

induces a map from Pz = Rz s_1/Rzs—2 to Px = Rx ¢/Rx s—1. It is also
clear that the image of this map lies in the kernel of the multiplication by y.
To see that this mapping gives an isomorphism to this kernel, order the
elements of X so that y is the first element. An unbroken basis for X is of
the form (y, ¢) where (c) is an unbroken basis for Z.
Now fix a set of coordinates x1,...,xs such that z; = y and xs,...,x, is
a basis of the span of Z. Denote by 0; the corresponding partial derivatives:

PX = GBQC[alv"'vas]uy,g PZ = @9@[82,...785]u£.
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We have that in each summand C[01, ..., Js]uy . the kernel of multiplication
by 1 coincides with C[Ds, ..., 0sJu(y,c).-
The claim then follows easily, since C[0s, ..., 0s]u(,, is the image, under

multiplication by y~! of C[da, ..., ds]u..

(2) follows from part (1) and the formula y~luz = ux.

Let us now assume that Z still spans V. We need thus to compare several
of the objects under analysis in the case in which we pass from Z to X.

Let us consider the ring A/Ay, polynomial functions on the subspace of U
where y vanishes, and denote by Z the set of nonzero vectors in the image of
Z (or X) in A/Ay.

As in Theorem 11.13, the set Bx of bases extracted from X can be de-
composed into two disjoint sets, Bz and the bases containing y. This second
set is in one-to-one correspondence with the bases of V/Cy contained in Z.

By Proposition 8.18, we have that under the inclusion Rz C Rx we obtain
Rz =RzNRxy, Yk. Hence we get an inclusion of Pz into Px.

Let us consider in Px the map of multiplication by y. We have clearly
yux = ugz, thus we obtain an exact sequence of A-modules:

0—>K—>QX;U>Q2—>O,

where K = Qx Nker(y).

We need to analyze K and prove that dim(K) is greater than or equal
to the number d,(X) of bases extracted from X and containing y. Since
d(X) =d(Z) + dy(X), this will prove the claim.

In order to achieve the inequality dim(K) > d,(X), we will find inside K
a direct sum of subspaces whose dimensions add up to d,(X).

Consider the set S, (X)) of all sublists Y of X that span a hyperplane (Y)
not containing y and with Y = X N (Y") (we shall use the word complete for
this last property).

For each Y € §;(X) we have, by Lemma 11.21 and Proposition 8.18, that
multiplication by y~! induces an inclusion iy : Py — Pyyy & Px with
image in the kernel ker(y) C Px. Thus we get a map

g:= @ iy : @ Py — ker(y).

YeS,(X) YeS,(X)
Lemma 11.22. g is an isomorphism of ®ycs,(x)Py onto ker(y).

Proof. As before, order the elements of X so that y is the first element. An
unbroken basis for X is of the form (y, c), where (c) is an unbroken basis for
Y =X n{c).

By construction, ¥ € §,(X); and by Theorem 8.20, Px is a free S[U]-
module with basis the elements wu(, . as (y,c) run over the unbroken bases.
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Similarly, P, yy is a free S[U]-module over the elements wu, .y, such that
Y = (¢) N X. Thus we obtain the direct sum decomposition

Px = @ Pl y)-
YES,(X)

Therefore

ker(y) = @ PryyynN ker(y).
Yes(X)

By Lemma 11.21, for cach Y € §,(X), the map iy gives an isomorphism of
Py with P, yyNker(y). This proves the lemma.

We can now finish the proof of Theorem 11.20.

(1) Notice that by part (2) of Lemma 11.21 and Lemma 11.22, we have an
inclusion of ©y¢s, (x)Qy into the space K = Qx Nker(y). So we deduce that
dimK > )y 5,(X) dim Qy = d,(X). This gives the required inequality and
implies also that we have a canonical exact sequence of modules:

0= P Qv —0Qx>Qz—0. (11.6)

YeS,(X)

We can easily prove as corollary a theorem by several authors, see [2], [51],
[69].

Corollary 11.23. Consider in S[V] the subspace P(X) spanned by all the
products dy = [[,cy z, Y C X, such that X \'Y spans V.

Then S[V] = Ix & P(X), so that P(X) is in duality with D(X). The
elements dx\ gy give a basis of P(X).

Proof. Multiplying by d;(l, we see that P(X )d;(1 is spanned by the polar parts
[z x~!, Z C X, such that Z spans V. We have seen in Corollary 8.21 that
this space of polar parts maps isomorphically to its image into Px, and its
image is clearly Q)x. This proves our claims.

Remark 11.24. The last theorem we have proved is equivalent to saying that
in the algebra Rx the intersection d;(lA N Rx s—1 is equal to d;(lIX.

11.3.2 A Dual Approach

In this section we follow closely the paper [41] and characterize the space
P(X), defined in the previous section, by differential equations. Notice that
although an explicit basis for P(X) has been given using an ordering of X, the
space P(X) is defined independently of this ordering. Moreover, if Y C X is
such that X'\ Y spans V, the same is true for any sublist of Y. It follows that by
applying any directional derivative to dy, we still have a linear combination of
monomials of the same type, hence an element in P(X). The fact that P(X)
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is stable under derivatives tells us, by Proposition 5.5, that it is defined by an
ideal of differential equations with constant coeflicients of codimension d(X).
Of course, now the elements of P(X) are thought of as polynomials on U, so
that the differential operators are in S[U]. We want to determine this ideal.
For this, given any hyperplane H spanned by a subset of X, let us choose a
linear equation ¢y € U for H and let us denote by m(H,X) := |X \ H| the
number of elements in X and not in H.

Theorem 11.25. The ideal of differential equations satisfied by P(X) is gen-
erated by the elements ng(H’X) as H runs over the hyperplanes generated by

subsets of X.

Proof. Let Kx be the ideal generated by the elements d)z(H’X) as H runs
over the hyperplanes generated by subsets of X. Let G(X) be the subspace of
S[V] of elements satisfying the differential equations in Kx. Let us begin by

showing that the elements ngZ(H’X) vanish on P(X), so that P(X) C G(X)
and Kx is contained in the ideal of differential equations satisfied by P(X).

To see this, let us compute a differential operator gZ)Z(H’X) on a monomial
dy, where X \ 'Y spans V. We split the elements of Y into two parts Y; :=
YNH and Y; := Y \ Y7 and thus write dy = dy,dy,. By definition, the
derivative associated to ¢y vanishes on the elements of Y;. Therefore we
compute QZ)Z(H’X)(dy) =dy, d)z(H’X)(dn). We claim that ngZ'(H’X)(dyg) =0.
For this, it is enough to see that the cardinality of Y5 is strictly less than
m(H,X). Since Yo C X \ H and the complement of Y spans V, Y3 is not
equal to X \ H, and the claim follows.

At this point, since dim(P(X)) = d(X), we are going to finish the proof
by showing that dim(G(X)) < d(X).

We work by induction on the cardinality of X. If X is a basis, we have
that Kx is the ideal generated by the basis dual to X and G(X) is the 1-
dimensional space of constant polynomials. Otherwise, we may assume that
X = (Z,y) and Z still spans V. Given a hyperplane H spanned by a subset
of Z, we have that m(H, X)) =m(H,Z)ify € Hand m(H,X)=m(H,Z)+1
ifye¢ H.

Notice that by the previous analysis and induction, we may assume that
P(Z) is the subspace of G(X) where all the operators ¢Z<H’X)71 vanish, as
H varies in the set H, of all the hyperplanes spanned by subsets of Z that do
not contain y. Each operator ¢THn(H’X)_1 applied to G(X) has image in the
space G(X) Nker(¢m). We thus have an exact sequence (that will turn out
to be exact also on the right)

0—=P(Z) = G(X) = @uen, s G(X).

For H € H, we want to estimate the dimension of gf)Z(H’X)_lG(X). As usual,
ker(¢y) = S[H].
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As before, let us write By as the disjoint union of Bz and the set Bg(y). By

definition, if b € Bgﬁ’), we have that b\ {y} is a basis of a hyperplane H € H,
extracted from Z N H.

By induction, d(H N Z) = dim(G(H N Z)). In order to complete our
claim, since d(X) = d(Z) + > pey, d(H N Z)), it is enough to see that

o H7IG(X) € G(H N 7).

Let us consider a hyperplane K of H generated by elements Y C HNZ. Let
K be the hyperplane in V spanned by Y and . An equation ¢ ; for K restricts
on H to an equation for K. Thus our claim follows if we show that the elements
of gbZ(H’X)_lG(X) lie in the kernel of the operator ¢7£(K’HOZ). In other words,

we need to show that for every such K, we have ¢Z(H’X)71¢E(K’HOZ) € Kx.

In order to see this, consider all the hyperplanes L; generated by subsets
of X and containing K. The corresponding forms ¢r, lie in the subalgebra
of polynomials constant on K, which is an algebra of polynomials in two
variables, so we may think of each ¢r, as a linear form ¢, := a;x + b;y. Let
us define h; := |(L; N X) \ K|. Note that each element ¢ € X \ K lies in a
unique L; (equal to (K,a)), so that | X \ K|= )", h,. Setting h:= >, h;, we
have that m(L;, X) = h — h;.

We may assume that H = L; and K = Ly. Also, since by construction
clearly (HN Z)\ K = (HN X) \ K, we have m(K,H N Z) = h;. Thus

m(H,X)—1 m(K,HNZ) _  h—hi—1  hy
bn b =9 2
is in the ideal generated by the forms (b?*hi € Kx.

Our claim now follows from the following analogue of Hermite’s interpo-
lation:

, and it is enough to show that this form

Lemma 11.26. Let {¢;(z,y) = a;x + by} be r linear forms, pairwise non-
proportional, and let h;, i =1,...,r, be positive integers. Set h := 2221 h;.

Then all forms of degree h — 1 are contained in the ideal generated by the
elements gi)?*hi.

Proof. Consider the space T of r-tuples of forms fi,..., f. with f; of de-
gree h; — 1. Then T is an h-dimensional space and we have a linear map
(froesfr) = D0y fiqﬁ?_h" from T to the h-dimensional space of forms of
degree h — 1. Thus it is enough to show that this map is injective.

Take a relation ), fiqﬁ?*h" = 0. We want to show that all f; = 0. By a
change of variables we may assume that ¢; = z. When we apply the derivative
% to this identity, we get

Oft (he1)—(hs— . Of; h—1)—h;
0= —Lgh-D-(u-1 + i + JiCi ( ) Yo = (h— hy)b;.
o S 150+ el (1)

Now we can apply induction (we have replaced hy with h; — 1) and deduce

that
oh _, O

oy =0 oy

o+ fic; =0, 1=2,...,m.
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In particular, f; = cz™~!. The same argument applied to all the ¢; shows
that f@?fhi = ci¢>?717 ¢; € C, and thus we have the relation >._, ciq’)?*l =0
and its derivative 3°_, ¢;bi(h — 1) 2 = 0.

We can finish the proof observing that, when r < h and the ¢; are pairwise
nonproportional the elements ¢?71 are linearly independent. This can be
proved directly using the Vandermonde matrix (see page 187) but it also
follows by induction using the previous argument.

Remark 11.27. In a recent paper [62], Holtz and Ron study a variation of this
construction by also analyzing, in the case of X in a lattice, the quotient
algebras modulo the ideal generated by ¢E(H’X)+6 when € = 1 or —1. It turns
out that these algebras, called zonotopal have combinatorial properties related
to zonotopes. For e = —1 the dimension equals the number of integral interior
points in the zonotope, while for € = 1, it is the total number of integral points

in the zonotope.

11.3.3 Parametric Case

In the parametric case, we have the decomposition d' = > cpd);i (cf. (8.5)).
We set Qx (p) equal to the S[V]-module generated by ux, and for each point
p € P(X, 1), we set Qx(p) equal to the S[V]-module generated by ux,.

Proposition 11.28. 1.
Qx (1) = Bpep(x, ), (1,)-

2. Qx () is isomorphic to Ax (i), and the above decomposition coincides with
the decomposition of Ax () into its local components.

Proof. The first part follows immediately from Theorem 8.20.
As for the second, since the annihilator of ux contains Iy, , we have a
—p
map Ax(p) — Qx (u), which by Fitting decomposition induces a map of the
local summands. On each such summand this map is an isomorphism by the
previous theorem, since we can translate p to 0. From this everything follows.

11.3.4 A Filtration

Set L := dy'A = dy'S[V], and Ly := L N Rxy. It is of some interest to
analyze these deeper intersections.

If X does not necessarily span V, we define Ix as the ideal of A = S[V]
generated by the products [, .y , where Y C X is any sublist such that the
span of X \ 'Y is strictly contained in the span of X. We set Ax (V) = A/Ix.

Of course, if we fix a decomposition V' := (X)@®T we have an identification
Ax(V) = Ax ® S[T).

In particular, we can apply the previous definition to any subspace W of
the arrangement and Xy :={a € X|a=0, on W}.
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Theorem 11.29. For each k we have that Ly, / Ly is isomorphic to the direct
sum ®Ax,, (V) as W varies over all the subspaces of codimension k of the
arrangement.

Proof. Consider the map A — L given by f — d}l f. By its very definition,
and Theorem 11.20, the ideal I'x maps isomorphically onto Ls_;. So

Ls— _ZdeH

as H runs over the hyperplanes spanned by subsets of X. Set Ly = d)_(ln A
By Proposition 8.18, the filtration by polar order in Rx induces the same
filtration in Rxng for each such hyperplane H. On the other hand, by defi-
nition, Rx s—1 = ZH Rxng. We deduce that for each k£ < s —1,

Ly/Li_1 = Z Lyx/Lu.

We have X N H = Xp., and by induction we have that Ly /Ly k-1 is the
direct sum of all the pieces Ax,, as W varies over the spaces of codimension
k in V of the arrangement defined by equations in X N H, in other words
containing the line H+. It follows that for each k < s,

Li/Lici= Y Axy.

W cod W=k

The fact that this sum is direct then follows from Theorem 8.10.

Remark 11.30. Using the Laplace transform, the previous discussion can be
translated into an analysis of the distributional derivatives of the multivariate
spline, i.e., into an analysis of the various discontinuities achieved by the
successive derivatives on all the strata of the singular set.

11.3.5 Hilbert Series

When we compute the Hilbert series of dy'S[V] directly or as the sum of the
contributions given by the previous filtration we get the identity:

—1X| —|Xw|

-y > G @) (10.7)

1_
q k= OWGWk

or
1=Y" Y ¥l —gFHx, (9). (11.8)
k=0 WeWy

Here Wy, denotes the collection of subspaces of codimension k of the arrange-
ment, and if W € Wj, we denote by Xy the set of elements in X vanishing
on W.
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In terms of external activity this formula is

S

@ =>"q-1" Y EBx,(q (11.9)

k=0 Wewy

Notice that this formula coincides with formula (2.10), which we proved com-
binatorially.

In the applications to the box spline it is interesting, given a set X of
vectors that we list is some way, to consider for each k > 0 the list X* in
which every element a € X is repeated k times. Let us make explicit the
relationship between Hx (q) and Hxx(q).

First, the number of bases in the two cases is clearly related by the formula
d(X*) = d(X)k®, since to each basis b := (by,...,bs) extracted from X we
associate k® bases b(hi,...,hs), indexed by s numbers 1 < h; < k each
expressing the position of the corresponding b; in the list of the k repeated
terms in which it appears.

Now it is easy to see that

e(blhr, .. b)) = ke(®) + (hy — 1) +--- + (hy — 1).

Thus we deduce the explicit formula

k
m—ke e (ha— q” —1\s
() = 3 Z qk ke(®)— (b —1) = (h. 1):HX(qk)<q_1).

beBx hi,...,hs=

11.4 More Differential Equations

11.4.1 A Characterization of the Polynomials py(—x)

Our next task is to fully characterize the polynomials p,(—2) appearing in
formula (9.5) by differential equations. In Theorem 11.6, we have seen that
these polynomials lie in D(X).

For a given unbroken basis b, consider the element Dx\j := Han’ agb D,.

Proposition 11.31. 1. The polynomials py(—x) satisfy the system

L if b=g

0 i bie (11.10)

Dx\ppe(—21,...,—x5) = {

2. The polynomials py(—x) for b € NB form a basis of D(X)m—s. They are
characterized, inside D(X), by the equations (11.10).
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Proof. 1 This follows from the identity dx\ux = up and Formula (11.3).
In fact, this last formula is based on the fact that the Fourier dual of the
module of polar parts is a direct sum Py = @penBClr1, . .., 2]l of copies of
the polynomial ring in which ix = ), .\ g Pb(—21, . .., —Z,)Up. In the Fourier
dual the identity dx\pux = up becomes Dx\plix = p.

2 The previous equations imply the linear independence. On the other
hand, by Theorem 11.13, the dimension of D(X),,_s equals the number of
unbroken bases, and the claim follows.

As a consequence, using formula (9.5), we can characterize by differential
equations the multivariate spline Tx (z) on each big cell {2 as the function T
in D(X),—s satisfying the equations

pryr = {14et@I7 i 2 c o), .
. 0 otherwise.

We have identified D(X) with the dual of Ax and hence of Qx. The basis
up, that we found in Qx, thus defines a dual basis v in D(X). In particular,
for top degree we have the following:

Corollary 11.32. When b € N'B, we have u® = py(—x).

Proof. In order to avoid confusion, taking a basis x; for V' we write a typical
vector of V' as )", y;z; and consider the polynomial functions on V' as poly-
nomials in the variables ;. The polynomial associated to u? is by definition

(815 - (0 5 (D))

Let us compute e Y% 3° o pe(2)u,.
The commutation relation [%7 e2i Tivi] = yjezz‘ *i¥ jmplies that for ev-
J
ery polynomial f, we have e y”“f(%) = f(a%i — g;)eXi Y% Further, we

have the fact that e2: ¥i®iu, = u,. So we get

Now, by degree considerations we have
b 9 b b
<uf | pg(% - y) ug> = ([ pe(=y)ue) = pe(=y)dc,

whence
<uQ I eZi yixiux> = pé(_yla sy _ys)
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We shall use a rather general notion of the theory of modules. Recall that
the socle s(M) of a module M is the sum of all its irreducible submodules.
Clearly if N C M is a submodule, s(N) C s(M) while for a direct sum we
have s(M; ® Ms) = s(M;) @ s(Mz). If M is an S[V] module that is finite-
dimensional as a vector space, then s(M) # 0 so that for a nonzero submodule
N we must have N N s(M) = s(N) # 0.

Proposition 11.33. The socle of the S[V]-module Qx coincides with its top-
degree part, with basis the elements uy.

Proof. The socle of the algebra of polynomials, thought of as a module over
the ring of constant coefficient differential operators, reduces clearly to the
constants. By the Fourier transform, the socle of the algebra of constant
coefficients differential operators thought of as a module over the polynomial
ring, is also C. It follows that the socle of Px (as an S[V]-module), is the
vector space with basis the elements up. Since up € Qx, we have s(Qx) =
s(Px), and the claim follows.

Theorem 11.34. The space D(X) is spanned by the polynomials py as b runs
over the set of unbroken bases, and all of their derivatives.

Proof. Consider in D(X) the submodule N generated, under the action of
S[V], by the polynomials py, as b runs over the set of unbroken bases.

Recall that D(X) is in duality with Ax and so with Qx. Consider the
submodule N+t of Qx orthogonal to N. Since the polynomials P, b € NB,
are in duality with the elements u, € Qx and s(Qx) is generated by the wy,
we have N+ Ns(Qx) = {0}. This implies that N+ = {0}, so that D(X) = N,
as desired.

We finish this section observing that when we dualize the sequence (11.6), we
get the exact sequence

0—D(Z)— D(X)— & DY)—o0.
YES,(X)

By definition, an element ¢ of Q% is the polynomial that, takes the value
(¢|e"ux) on an element x € V. Thus, since the surjective map Qx — Qz
maps the generator uy to the generator uy, the dual map corresponds to the
inclusion D(Z) C D(X). As for the other inclusion maps Qy — Qx, we have
that the generator uy maps to u,y = Haex\(y,y) auyx. Therefore, in the
dual map, a polynomial p € D(X) maps, for each summand associated to Y,
to the polynomial Dx(,.v)Pp-
Observe that D(Z) is also the image of D(X) under the operator D,.

11.4.2 Regions of Polynomiality

We already know, by Theorem 9.7 that the function T’y is a polynomial when
restricted to any big cell. Conversely, we have the following result:
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Theorem 11.35. On two different big cells the function Tx coincides with
two different polynomials.

Proof. By Theorem 9.16 each big cell 2 inside C(X), coincides with the in-
tersection of the interior of the cones C(b), as b varies among the unbroken
bases such that 2 C C(b). Therefore, two different big cells correspond to
two different subsets of N'B. On the other hand, by formula (9.5)

Tx(@)= Y |det(d)| "po(-),

b| 2CC)

so our claim follows from the linear independence of the elements p;, proven
in Proposition 11.10.

11.4.3 A Functional Interpretation

Call T% the restriction of Tx to the open set C™8(X) of strongly regular
points. We note that T% is a C* function on C™8(X). A differential oper-
ator P applied to T'x as a distribution, gives a distribution supported in the
singular points if and only if we have PT% = 0, on C™8(X). If P € S[V] is
polynomial with constant coefficients, this means that Pdy' € R,_; or that
P is in the annihilator of ux. Applying Theorem 11.20, we have the following:

Proposition 11.36. The module Qx can be identified with the space of func-
tions on C**8(X) obtained from T% by applying derivatives.

We can now complete our discussion on the relationship between D(X) and
the polynomials pg, coinciding with Tx in the interior of the big cells f2.

Theorem 11.37. The polynomials po coinciding with Tx in the interior of
the big cells 2 span the top degree part of D(X).

Proof. We already know that these polynomials are linear combinations of
the elements p, that form a basis of the top degree part of D(X). Thus, by
duality, it is enough to show that every differential operator with constant
coefficients that annihilates the elements py, also annihilates the elements py,
in other words, that it is in Ix.

Now we use the previous proposition.

We have identified Qx with a space of functions on C™8(X). It is graded
by homogeneity. In particular, in degree zero we have the locally constant
functions.

Remark 11.38. It follows from Proposition 11.33 that the locally constant func-
tions in @Qx have as basis the restriction to C™8(X) of the characteristic
functions of the cones C(b), as b runs over the unbroken bases.

This theorem has an intriguing combinatorial corollary, whose proof we leave
to the reader. We consider the incidence matrix between big cells {2 and
unbroken base b, where we put 1 or 0 in the (£2,b) position according to
wether 2 C C(b) or not. Then this matrix has maximum rank equal to the
number of unbroken bases.
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11.5 General Vectors

11.5.1 Polynomials

Let us first recall an elementary fact about polynomials. The space of homoge-
neous polynomials of degree k in s variables has as basis the set of monomials
m’fl :cgs indexed by s-tuples hi,...,hgs, hy € N, >, h; = k. Let us estab-
lish a one-to-one correspondence between these sets of indices and subsets of
{1,...,k+ s — 1} consisting of s — 1 elements. We think of such a subset A
as an ordered sequence 1 < i1 < ip < -+- < 153 < k+ s — 1. The correspon-
dence associates to such an A the sequence hq, ..., hs with the property that
h1 + ho + - -+ 4+ h, counts the number of positive integers that do not belong
to A and are less than the r-th element i, of A (where r € {1,...,s—1}).
In particular, the dimension of this space is (k',:jzl) The space of all
polynomials in s variables of degree < k is isomorphic to the space of homo-
geneous polynomials of degree k in s+ 1 variables, and hence it has dimension

(k+s)'
11.5.2 Expansion

The set of m-tuples of vectors (aq, ..., a,) with a; € R® clearly form a vector
space of dimension sm. The condition that a subset A of (aq,...,a,) with s
elements form a basis is expressed by the nonvanishing of the corresponding
determinant. Thus the set of m-tuples of vectors with the property that every
subset of s of them is a basis form a dense open set. A sequence with this
property will be referred to as a generic sequence. For a generic sequence X
many of our combinatorial theorems take a very special form.
First let us understand the unbroken bases.

Proposition 11.39. A subsequence of s elements of a generic sequence X is
an unbroken basis if and only if it contains a;.

Proof. Any unbroken basis contains a1, so the condition is necessary. Con-
versely, a basis containing a; is unbroken, since every k elements extracted
from X are linearly independent, provided that k < s.

We thus have (7:) bases extracted from X and (7::11) unbroken bases.

This implies readily the following theorem

Theorem 11.40. If X is generic, the space D(X) coincides with the space of
all polynomials of degree < m — s.

Proof. By Theorem 11.13 we have dim(D(X)) = d(X), and if X is generic
this equals ("'). Moreover, D(X) is contained in the space of all polynomials
of degree < m—s (in s variables), that has dimension (). The claim follows.
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Corollary 11.41. Consider the (sTl) subsets of X formed by m — s+ 1 el-
ements. For each such subset A we have da := [[,c4a € S™ 5TH(V). The
elements d 4 are linearly independent, and hence form a basis of S™5t1(V)
if and only if X is generic.

Proof. Assume first X generic. By Theorem 11.40, the ideal Ix that is the
orthogonal of D(X) under the duality pairing, is just the ideal generated by
Sm=st1(V). On the other hand the subsets of X of cardinality m — s + 1 are
exactly the minimal cocircuits in X. It follows that the elements d4 as A runs
over such subsets generate Iy. In particular, since they are homogeneous of
degree m—s+1, they span S™*+1(V). Now we have dim S™~ (V) = ("))
thus these elements are necessarily linearly independent.

If on the other hand X is not generic there exist s linearly dependent
elements Y in X, then the elements d(, x\y), a €Y are linearly dependent.

Until the end of this chapter let us assume that X is generic. Let us now
consider the expression of 1/[],cxa = dy'.

Theorem 11.42. There exist computable constants c§ with

A
= Y (11.12)
X am—( : .

Proof. By induction, on m > s. The case m = s is trivial, so assume m > s
and set Y := {a1,...,am_1}. We have the following

A
c
dxt = dyta;l = Z E——— (11.13)
Ac{asg,..., Am—11}s a;n 3 HG,GA atm
[Al=s—1
Fix a subset A C {ag,...,am—1} with s — 1 elements. By assumption, the set

A= AU {an} is a basis of V and we can write a1 = >, .5 d%b. If we now
multiply numerator and denominator by a; and use this expression, we get

A A A

Cy - a1Cy o d% Cy
m—s —  m—s+1 T m—s+1 o :
ay HaGA alm ap HaGA a beA ap HaGA\{b} a

Substituting into (11.13) one gets (11.12) and also a recursive expression for
the constants c.

In order to compute the c‘)“( we can alternatively use Corollary 11.41 in the

following way. For each A C {az,...,am}, |A| = s — 1, construct the ele-
ment g4 = Hae{az,...,am}\A a. If we multiply 11.12 by a]" ®dx, we get the
expression
a"t= Y ckaa
AcC{ag,...,am}
[Al=s—1
On the other hand, Corollary 11.41 applied to {as,...,a,} tells us that the

elements g4 form a basis of S™~*(V), so the constants c4 are the coefficients

of the expansion of a]"~* in this basis.
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11.5.3 An Identity

We want to deduce a simple identity from the previous discussion. Let us con-

sider the vectors a; =} 7_, x; je; with variable coordinates, i € {1,...,m}.
For a subset A C {1,...,m} with s — 1 elements, set as before
B B hivoher N M—S+1Y p B
qA_Ha_ Z Py (‘r%])(hth"‘hs €1 67
a¢A hi+ho+-+hs=m—s+1
The polynomials le"“’hs (2;,57) can be considered as entries of an (STl) X (STl)

matrix A whose determinant is a homogeneous polynomial in the variables
x;; of degree (m — s+ 1)(,™,), which we denote by A(z; ;). By Corollary
11.41, this polynomial is nonzero at (a1, ..., an) if, and only if, these vectors
are generic. In other words, A(z; ;) vanishes exactly on the variety where
one of the (") determinants det(B) of the matrix B, consisting of s columns
extracted from X, vanish. These polynomials are all irreducible and each of
degree s. Thus A(x; ;) is divisible by their product [], det(B) that in turn is
a polynomial of degree s(™"). Since s() = (m — s+ 1)(,,) we deduce that
A(z;,5) = ¢ ][] 5 det(B) for some nonzero constant c. In particular, A(z; ;) = 0
defines the variety of (a1,...,a,) that are not generic.

11.5.4 The Splines

Formula (11.12) gives the explicit computation for the multivariate spline T'x .
Given A C {ag,...,am-1}, with |A] = s — 1, let b4 denote the element, dual
to ay, in the basis dual to the basis AU {a1}, i.e.

(balar) =1, (bala) =0, VacA.

Here by is a linear equation for the hyperplane generated by A (normalized
using a1). Thinking of b4 as a derivation, denote it by 4. We have thus

A

C
dy'= ) G X . (11.14)
e, (m = s)lar [0

[Al=s—1

We deduce, from Proposition 11.31 the formula for the polynomials py,
where b = {a1, A}:

C
— pm—s X
A

Pla, A} (m—s)!’

As a corollary we get a variant of Corollary 11.41

Corollary 11.43. Consider the (STI) subsets of X formed by s — 1 elements.
The elements by ~*T! form a basis of S™~5F1(V).

Proof. Apply Lemma 11.10.
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Denote by xa the characteristic function of the cone generated by the ba-
sis (a1, A) divided by the absolute value of the determinant d4 of (a1, A).
Applying the inverse Laplace transform, we obtain

A
m—s C
Tx = Y m (mifs)!XA' (11.15)

Given a big cell £2, let us define
S ={AC{az,...,an}, |4 =s—-1, 2 C Cla1,A)}.
We have thus by Theorem 9.7, when z € (2,

CA
A€Sn '

We now want to take advantage of the fact that Tx is of class C™5*1,
that is the maximal possible for a multivariate spline constructed with m
vectors in R®. This implies that crossing a wall of the decomposition into
big cells of C'(X), the two polynomials describing T'x in two consecutive cells
must agree with all their derivatives of order < m — s+ 1. Thus the difference
of these two polynomials is a polynomial of degree m — s vanishing with all
these derivatives on the hyperplane generated by the wall.

By definition, each codimension-one face of a big cell (2 is part of an
(s — 1)-dimensional cone C'(A) generated by a subset A with s — 1 elements.

Assume now that a; ¢ A. We have two possibilities: either a1 lies in the
same half-space as (2 or it lies in the opposite space. Using the expression
(11.16) and the fact that the elements b’y ~* are linearly independent, we see
that in the first case the expression of Tx changes by dropping the term in
by~ %; in the second case, by adding it.

Of course, a; is auxiliary and one can make a different choice obtaining
a different basis and rules for crossing walls. This observation appears to
generate a number of interesting relations among the linear equations of these
hyperplanes.

11.5.5 A Hyper-Vandermonde Identity

Consider again the vectors a; = Z‘;:l x; je; with variable coordinates, where
i € {1,...,m}. For a subset A = {ay,...,a5_1} C {1,...,m} with s — 1
elements, consider

s
fA:al/\"‘/\as_l:ZE&(CE@j)&l/\"'/\éj/\"‘/\65.
j=1

Denote by u; € V* the basis dual to e;. We can identify, up to some deter-
minant, /\Si1 V = V*, and since fy Aa; =0, Vi € {1,...,s1}, we think of
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fa = Z;Zl(—l)s_j@‘(xi’j)uj as a multiple of the linear form bs. We now

pass to the elements

s—1
m—s+1 __ hi,...,hs h h. m—s+1
fa = > so 7 (g )urt o ug €5 (A V).
> hi=m—s+1
The polynomials le""’hs (x;,;) can be considered again as entries of a square

(™) x ([)m,) matrix I. We denote its determinant by I'(z;;), this is a
polynomial of degree (m — s + 1)(ST1). We apply the results of the previous
paragraph (adding an auxiliary vector ag to the list that makes it of m + 1

elements).

Lemma 11.44. The polynomial I'(x; ;) is nonzero if and only if when we
evaluate the x; ;, the resulting vectors are generic.

Proof. In one direction this is a consequence of corollary 11.43. On the other
hand, if s elements in X are dependent, the s subsets of this sublist consisting
of s—1 elements give rise either always to 0 or to proportional linear functions.
In any case, the resulting elements bff_s“ are no longer independent and thus
cannot be a basis.

We have thus proved that the determinant I'(z; ;) vanishes exactly on the
variety where one of the () determinants det(B) of the matrix B, consisting
of s columns extracted from X, vanish. These polynomials are all irreducible
and each of degree s thus I'(x; ;) is divisible by their product []; det(B),
which in turn is a polynomial of degree s(""). Since s("') = (m—s+1)(,",), we
deduce that I'(z; ;) = c[ [z det(B) for some nonzero constant c¢. In particular,
we have the following result:

Theorem 11.45. For some nonzero constant ¢ we have I'(x; ;) = ¢/ A(z; ;).

Let us discuss in detail the case m = 2.
It is convenient to dehomogenize the coefficients and set f; = a;x + y, so
that

m—1
1—ifm—1 o
fiNfj=a;—a; and fl.’”*l - Z a 1 J( ; )xm—l—]yj.

Jj=0

The matrix I" (in the basis (mj*l)wm_l_j y7) is the Vandermonde matrix, and

the resulting identity is the usual computation of its determinant.
For the matrix A we compute [[,_,;(a;z +y) = pOvire esaly

Thus the entry eé of A is the j-th elementary symmetric function in the
elements ai,...,d;,...,a,. By comparing leading terms, one finds that the
constant ¢’ in the previous identity equals 1.

m—1—j

We make explicit the discussion of the multivariate spline in dimension 2.
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Let X := {a1,...,am+1} be m + 1 pairwise nonproportional vectors, or-
dered in a clockwise form, in coordinates a; = (z;,y;). The cone generated
by them is the quadrant C(ay,am+1), and it is thus divided in m cells, the
cones C; := C(a;,a;41), ¢ = 1,...,m. The unbroken bases for this ordering
are the bases a1,a;, 1 = 2,...,m+ 1 with determinant d; = x1y; — y1x;. Each
generates a cone U; := C(aq, a;).

A point in the closure of Cj lies exactly in the cells U;,j > 7 + 1.

In order to apply formula (11.16) we first observe that the linear function
b equals d; ! (y;x — x;y), and then we only need to compute the coefficients

of the expansion ! = Z:’:gl ¢i [1;4:1 @i We finally get, for x € C;

m—+1
o m—1 Ci
Tx(z)= Y b Dl
j=it+1

Notice that when 4 = 1, the sum Z;n:gl b;’i_lm is also a multiple of
the power a7,

Problem: Using the duality pairing
s—1

Sm—s—i—l(/\ V) ™ Sm—s+1(v) N (/S\ V)m+s_1,

we should compute the interesting matrix of pairings (f5'**'|¢p) indexed
by pairs of subsets of X with s — 1 elements.
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12

Integral Points in Polytopes

In this chapter we begin to study the problem of counting the number of
integer points in a convex polytope, or the equivalent problem of computing a
partition function. We start with the simplest case of numbers. We continue
with the theorems of Brion and Ehrhart and leave the general discussion to
the next chapters.

12.1 Decomposition of an Integer

12.1.1 Euler Recursion

Given positive integers h := (hq, ..., hy), the problem of counting the number
of ways in which a positive integer n can be written as a linear combination
Z?zl k;h;, with the k; again positive integers, is a basic question in arithmetic.
Its answer is quite complex. For instance, in the simple example in which we
want to write

b=2x+3y, =xz,yeN,

we see directly that the answer depends on the class of b modulo 6:

Residue modulo 6 | Number of solutions
0 b/6+1
1 (b—-1)/6
2 (b+4)/6
3 (b+3)/6
4 (b+2)/6
5 (b+1)/6

The following approach goes back at least to Euler, who showed that this
function, that we denote by 7x(n) or simply u,, satisfies a simple recursive
relation that at least in principle allows us to compute it. The relation is
classically expressed as follows. First notice that ug = 1. Consider the poly-
nomial [[,(1 — z"), expand it, and then for any n > 0 substitute formally

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 191
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_12,
© Springer Science+Business Media, LLC 2010



192 12 Integral Points in Polytopes

for each 2" the expression u,_, (setting up = 0 for h < 0). If we equate the
resulting expression to 0, we get the required recursion (cf. formula 12.1).
We shall presently explain the meaning of these types of recursions in the
general multidimensional case.
Let us start by remarking:

Lemma 12.1. The number Tp(n) is the coefficient of ™ in the power series
expansion of

Su(x) =] - _130}“ =14 Ta(n)a".
i=1 n=1
Proof.
Hl 1 _ :Hzxkhi _ Z Pty kihi :1+Z7—Q(”)xn-
=T S k1=0,...,km=0 n=1

T2, (1—ah) =1+ Zjvzl w;x?, we have

00 N
1+ Tam)a™)(1+ Y wal) =1,
n=1 j=1
that is, the recursion

Th(n) + zn:ijQ(n —Jj)=0,Vn>0, T,(0)=1. (12.1)

Jj=1

In general, given a sequence v := {v,}, n € Z, we shall consider its generating
function Gy(z) = >0 v,a™.

Such expressions are not to be understood as functions or convergent series,
but only symbolic expressions. They form a vector space but cannot in general
be multiplied. Nevertheless, they form a module over the algebra of Laurent
polynomials.

Let us now introduce the shift operator on sequences v := {v,,} defined by
(TV)p := vp—1. We clearly have

Gro(z) = 2Gy(2).

Given a polynomial p(x) and a constant ¢ (that we think of as a sequence
which is zero for n # 0), we say that v satisfies the recursion (p(7),c) if
p(r)(w) = c.

In terms of generating functions this translates into p(x)G,(x) = c.

In our case, setting pp(z) = [[/~, (1 — "), the function Sj(z) obviously
satisfies the recursion equation

pr(x)Sp(z) =1, (12.2)

whence the recursion (pp(7),1). Notice that the series Si(x) is clearly the
unique solution to (12.2) that is a power series.
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Remark 12.2. Observe (using (5.4)) that

=1IVh: pf@) = > (“D)Ff@ =Y ho.
=1

Sc{1,..,m} =

Thus formula (12.2) gives the following recursive formula for f(z) = Sp(x):

fy= Y ()@= ), (12.3)

Sc{1,...,m}, S#0 €S

subject to the initial conditions f(0) =1, f(j) =0, Vj| — > it hi <j <O.
We shall see a far-reaching generalization of these results in Section 13.2.2
and especially Theorem 13.52.

The number of ways in which n can be written as combination of numbers
h; was called by Sylvester a denumerant, and the first results on denumerants
are due to Cayley and Sylvester, who proved that such a denumerant is a
polynomial in n of degree m — 1 plus a periodic polynomial of lower degree
called an undulant; see Chapter 3 of the book of Dickson [50] or the original
papers of Cayley Sylvester, or in Kap. 3 of Bachmann [5]; and we present a
variant of this in the next two sections. A different approach is also developed
by Bell in 1943 [15]. A more precise description of the leading polynomial
part and of the periodic corrections is presented in Section 16.3. Finally, a
computational algorithm is presented in Section 16.4.

12.1.2 Two Strategies

Fix positive integers h := (hy, ..., hy). In order to compute for a given n > 0
the coefficient 73 (n) of 2™ in the series expansion of the function

Sﬁ(x)znl_xh Z’Th ’

[

or equivalently, of 7! in the expansion of x7"~1S),(z), we can use two essen-
tially equivalent strategies, that we are going to analyze separately from the
algorithmic point of view.

1. Develop Si(z) in partial fractions.

2. Compute the residue

1 x !
B R
2wif{1‘[i1—xhi *

around O.



194 12 Integral Points in Polytopes

In both cases first we must expand in a suitable way the function S, (z).

Given k, let us denote by (i := e a primitive k-th root of 1; we have then
the identity

k—1

l—mk:H(l—Ckx le
i=0
Using this, we can write
m h;—1 1 m h;—1 1
Su(x) = (=)= [ 7—— =11 Il —— (12.4)
i=1 j=0 Sh; — T =1 j—0 1 =G,z

Let p be the least common multiple of the numbers h;, and write u = h;k;.
If ¢ = e2™/1 we have Cn, = C¥i; therefore we have the following:

Lemma 12.3.
m hi—1 pu—1 1
sue) =T = =11 11 7=az = I =
i =1 57=0 £=0

where the integer by is the number of k; that are divisors of £.

In particular, the function z="~1Sy,(x), n > 0, has poles at 0 and at the p-th
roots of 1 (but not at co).

12.1.3 First Method: Development in Partial Fractions.

The classical method starts from the fact that there exist numbers ¢; for which

p—1 1 p—=1 by c
- S . (12.5)
o= -2 2=

In order to compute them, we can use recursively the simple identity, valid
ifa##b

1 1 [ a B b }
(1—az)(1-bx) a—0bl(1—az) (1-—0bx)
and then (cf. Section 11.5.1)

1 (k—1+h
(l_t)k:Z( h+ )th (12.6)

ii( Ltlmfm[EZ(k_;+h)@%W} (127)
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We have thus obtained a formula for the coefficient
p—1 b;
in k—1+4+n
- e )
=0 k=1

Let us observe now that

E=1+n\ m+1)(n+2)---(n+k—1)
(7=

is a polynomial of degree k — 1 in n, while the numbers ¢(** depend on the
coset of n modulo p. Given an 0 < a < p and restricting us to the numbers
n = pk + a, we have the following:

Theorem 12.4. The function Tp(mk + a) is a computable polynomial in the
variable k of degree < max(b;).

The fact that 7j,(n) is a polynomial on every coset means that it is a quasipoly-

nomial, or periodic polynomaial.

12.1.4 Second Method: Computation of Residues

Here the strategy is the following: shift the computation of the residue to the
remaining poles, taking advantage of the fact that the sum of residues at all
the poles of a rational function is 0.

From the theory of residues we have

p—1

2W2]{H1—xh **ngf H 1—C)

where C; is a small circle around ¢~7. In order to compute the term

H (12.8)
_t

fj t= 1 1 C

we perform the change of coordinates = w + (=7, obtaining

27i Cy—ci 1—§t 7 — (tw)b

Now [T}~ ,,;1/(1 = ¢'7 — ¢*w)" is holomorphic around 0, and we can ex-
plicitly expand it in a power series > ;- aj7hwh, while

(w+ ¢ ) =gy Z (" N k) (Tw)*.
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Finally, we have that (12.8) equals

g oo (S (")) (St

k=0

S i LD DN I (N T

k+h=b;—1

Summing over j, we obtain an explicit formula for 73 (n), again as a quasipoly-
nomial.

Observe that in order to develop these formulas it suffices to compute a
finite number of coefficients a; .

In these formulas roots of unity appear, while the final partition functions
are clearly integer-valued. An algorithmic problem remains. When we write
out our expressions, we get, for each coset, a polynomial that takes integer
values but that a priori is expressed with coefficients that are expressions in
the root (. We need to know how to manipulate such an expression. This is
an elementary problem, but it has a certain level of complexity and requires
some manipulations on cyclotomic polynomials. We shall explain in Section
16.3 how to sum over roots of unity by computing so called Dedekind sums.

12.2 The General Discrete Case

12.2.1 Pick’s Theorem and the Ehrhart Polynomial

As we shall see presently, the problem of counting integer points in a polytope
is computationally difficult. One main point is how we describe the polytopes
P and how to study this number as a function of the given data describing P.
We have seen that there are basically two dual approaches to the description
of convex polytopes. One is as the convex envelope of finitely many points,
the other as the set of points satisfying finitely many linear inequalities. Most
of our work is concerned with the second point of view, but we want first to
recall some classical results on the first approach. We refer to [14] for details
and several instructive examples.

There is a beautiful simple formula known as Pick’s theorem in the 2-
dimensional case. If P is a convex polygon whose vertices have integral coor-
dinates, we call it an integral polygon. Let A be its area, and let I, B be the
numbers of integer points in P and in its boundary, respectively. We have
then

1
Pick’s theorem: A=1+ §B —1.

The proof is by a simple subdivision argument, and we refer to [14] for details.

An attempt to generalize this result was made in several papers of Ehrhart
[53], [64]. Starting from an integral polytope P he studied the number p(n)
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of points of the homothetic polytopes nP with n € N and showed that p(n)
is in fact a polynomial in n, the Ehrhart polynomial. For a rational polytope
one instead obtains a quasipolynomial. Its leading term is clearly asymptotic
to the volume of nP, and it is an interesting question to describe its various
coefficients more geometrically. Not much is known about this, but we shall
point out some properties.

12.2.2 The Space C[A] of Bi-infinite Series

In passing to the general case, we need to develop a small amount of general
formalism that will help us in the proof of Brion’s theorem.

Let I' be a lattice of rank m, that by choosing a basis we can identify
with Z™. As in Section 5.3.1 we denote by C[I'] the space of complex-valued
functions on I". This is the algebraic dual to the group algebra C[I']. Indeed,
given f € C[I'] and ¢ = } ¢ e”, the pairing (f|c) is given by

(fle)y=> f(¥)ey

yer

This makes sense, since only finitely many coeflicients ¢, are different from
Z€ero.

If v € I', we denote by ¢, the delta function on I" identically equal to 0 on
I, except for §,(v) = 1. Thus an element f € C[I'] can be expanded as

f= Z ()45

yer

According to definition 5.20 this is also thought of as a distribution supported
in I'.

The support of a function f € C[I'] is the set of elements v € I' with
f(v) #0.

Alternatively, if we consider the compact torus 7' = hom(I’, S*) dual to I’
(resp. the algebraic torus T = hom(I', C*)), the ring C[I"] may be considered
as a ring of C'*° functions on T (resp. as the ring of regular functions on Tg).

With this in mind we may also consider the space C[[I']] of formal un-

bounded power series
> e

yer

as a space of formal generalized functions on T' and think of the values g(7)
as Fourier coefficients.
We have an obvious isomorphism of vector spaces

L:c[I — C[[I]]

defined by
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Lf=> f()e

vel’

that the reader should think of as a formal Laplace transform.

Remark 12.5. (i) Usually the functions f we are going to consider satisfy
suitable growth conditions that ensure that f(y) can be considered as
the Fourier coefficients of a function or sometimes a generalized function
onT.

(ii) In general, C[I'] is not an algebra. However, given fi, fo € C[I'] with
respective support Si, So, if we assume that for any element v € I we
have only finitely many pairs (y1,72) € S1 X S2 with v = 41 + 72, then
the convolution fi * fo is defined by

(f1* f2)(v Z fi(71) fa(72)-

Yit+y2=vy

A related point of view is the following. Let W := I'® R. If the function f(v)
is supported in a pointed cone C' C W and has a suitable polynomial growth,
then D := ) _, f(v)d, is a tempered distribution and we have a discussion
similar to that of Section 3.1.5. The Laplace transform, defined by extending
formula (3.2) to distributions, is

Zf —<v y) — <D|e—(v\y>>_

vel’

It converges on regions of the dual cone of C, i.e., where (v|y) > 0,Vv € C.
In fact, we have that as in Section 3.1.5, the Fourier transform of D is a
boundary value of a function in a variable z € hom(I",C) holomorphic in the
region where the imaginary part of z = x + iy lies in C and that gives the
Laplace transform on the set iC. The given formula shows that in fact, such a
holomorphic function is periodic with respect to I'™* = hom([’, 2miZ) and thus
it really defines a holomorphic function on some open set of the algebraic torus
Tc = hom(I',C)/I"* (see Proposition 5.13). In some of the main examples this
holomorphic function coincides with a rational function. In that case, we shall
identify the Laplace transform with this rational function.

The product of two elements Lf; and Lf, in C[[I']] is defined if and only
if f1 * fo is defined and by definition

L(f1* f2) = Lf1iLfs.

Consider C[I'] as a subspace of C[[I']] and notice that the product of an
element in C[I'] and an arbitrary element is always well-defined, so that C[[I]]
is a C[I'] module.

As a preliminary to the analytic discussion of the Laplace transform of
partition functions we may develop an algebraic formalism to which one can
give an analytic content, as we shall see presently.
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Definition 12.6. We say that an element a € C[[I']] is rational if there is a
nonzero p € C[I'] with pa € C[I'].

An element a € C[[I]] is a torsion element if there is a nonzero p € C[I']
with pa = 0.

Let us denote by R the set of rational elements in C[[I']] and by 7T the set
of torsion elements in C[[I]].

Proposition 12.7. 1. R and T are C[I'] modules.
2. R/T is isomorphic, as a C[I'] module, to the quotient field C(I") of C[I].

Proof. 1 is easy. Let us prove 2. First of all observe that if a € R and we
have two nonzero elements p,q € C[I'] such that pa = r,qa = v € C[I'], we
have pv = gr so that the rational function i(a) := r/p = v/q is well-defined.
Clearly, the map ¢ is a C[I'] linear map of R into C(I") with kernel 7. In
order to finish the proof it is enough to see that 7 is surjective.

Take an injective homomorphism « € hom(I',R). We are going to define
a right inverse s, : C(I') — R to i. Given any nonzero p € C[I'], write
p= Zw cye? € C[A]. By assumption u takes its minimum for only one v with
¢y # 0, call it 9. Thus p can be written as

—cy
p:c%evo(l_ § - T e ’Y())’
y#EYv 0

with ¢, # 0 and (u |y — o) > 0.
We can then set

ot =g (£(5 =),

C.
k=0 y#£vo °

and for a fraction gp~!, p,q € C[I'], we set s,(qgp~!) = gsu(p~!). It is now
easily verified that s, is well defined and it has the required properties.

We shall denote by L, the map from L~!(R) to C(I') given by the com-
position 4 o L (this notation L,., a rational Laplace transform can be justified
by interpreting this map in the language of Laplace transforms, as we shall
do in Section 14.3.2).

Remark 12.8. The section s, has the following property, which is immediate to
check. Given h,k € C(I), the product s, (h)s, (k) is well-defined and equals
Su(hk).

We can now give an analytic content to this construction by looking only
at those bi-infinite series that converge on some region of space. If we have
fixed such a region and restricted to such series, we then have that if such a
series is rational in the algebraic sense, it clearly converges to the restriction
of its associated rational function. Conversely, given a region A of space and



200 12 Integral Points in Polytopes

considering a Laurent polynomial p with the property that |p(z)| < 1 when
z € A, we clearly have that the series >, _, p(2)* converges to the rational
function 1/(1 — p(2)).

In this sense the formal Laplace transform and the analytic one coincide.

12.2.3 Euler Maclaurin Sums

In this section the lattice I' will be the lattice Z™ C R™, so that we
identify C[I'] = ClzT!,... 22!, C[[I] = C[=F!,...,zE!]] and C(I") =
(C(.%‘l, ey (L‘m).

We want to understand partition functions via the study of an analytic
function associated to any polytope or even any region of space. We start by
considering, for any bounded region K of R™, the finite set Z™ N K and the
function

Ex = Eg(z):= Y a™ (12.9)
nezZmnNK

This is a Laurent polynomial, also known as an Fuler—Maclaurin sum. It can
be interpreted as the Laplace transform of the distribution »° cjmqx 0—v.

Knowledge of the function Ex implies knowledge of the number of integral
points in K that equals Ex (1). Although this is a tautological statement, we
shall see that a remarkable theorem of Brion [22] implies the existence of very
compact expressions for the function Fr.

The meaning of this is best explained by the easiest example. When
K =[0,n], n € N, we have Ex = > 2", a sum of n + 1 terms. On the
other hand

1— $"+1

Zm 11—z

an expression as a rational function in which both numerator and denominator
have a very short expression. Starting from this type of formula and adding
other geometrical considerations, Barvinok has developed effective computa-
tional approaches to counting integral points (see for instance [10]).

There are several approaches to Brion’s theorem, and we shall follow
closely [65]. The idea behind these formulas is the following: we first ex-
tend formally the definition of Ex to any region in space; in general we have
an infinite sum Ex = ) _ym %, which in general has no analytic meaning
but lies in the space of formal bi-infinite series defined in the previous section.

We have the obvious Grassmann formula

Esup +FEanp = Eg+ Ep. (12.10)
If we Z™ and A C R™, we also have

Eyia(z) =z Ex(x). (12.11)



12.2 The General Discrete Case 201

We want to apply this construction to polyhedral cones. The crucial result is
the following.
Let C = C(aq,.-..,a:) be a polyhedral cone with ay,...,a; € Z™.

Lemma 12.9. For every vector w we have Eyyc(x) € R.

Proof. If dimC = 0, then C = {0} and E,yrc = z% or 0, depending on
whether w € Z™. We can thus assume dim C' > 0. Lemma 1.40 ensures that a
cone can be decomposed into simplicial cones. So by formula (12.10) we reduce
to the case C = C(ay,...,a;) with a1,...,a; € Z™ linearly independent
vectors.

Take v € C. Then v = 25:1 Aia; with 0 < \;. Write for each i =1,...,t,
Ai = [M\i] + i, with [A;] the integer part of \; and 0 < ~; < 1. Then

t
v — Z[Ai]ai = Z’yiai e 7Zm. (1212)
i=1 i=1
Consider the box B = B(ay,...,a:) = {Zf tia;, 0 <t; <1}. Formula (12.12)
implies that each element of (w+C)NZ™ can be uniquely written in the form
a + b, where a € {Z;Zl m;a;, m; € N} and b € (w+ B)NZ™.
Then F,p is a Laurent polynomial and moreover, we have the factoriza-
tion Eyic = FyiB Hﬁzl(ZZio xhei), or
t

[ =2)Ewic = Ewip € Clat™, ... a3, (12.13)

i=1
and our claim follows.

Let us then define by IT the subspace of C[[zi",...,zE!]] spanned by the
elements Fi as K varies over the cones w+C(ayq, . . af) with ay,...,a; € Z™.
From the previous discussion it follows that I7 is a (C[xl O submodule
of R. We can thus associate, using the map i, to each such cone C and vector
w the rational function ¥(w + C) := i(Fy4c). We have the basic properties
of 1.

Theorem 12.10. (1) If {a1,...,a:} is part of a rational basis of Z™, then

E,iB
w(U)‘FC(al,...,at)) = m, (1214)
with B the box generated by the a;’s
(2) If {a1,...,a:} is part of an mteger basis of Z™ and a € Z™, we have

w(a+0(a1,.. at)) = T e
Proof. (1) follows immediately from the formula (12.13) proved in Lemma
12.9.

As for (2), if the a; are part of an integral basis and a € Z™, we have
a+ BNZ™ = {a}, and the claim follows from part (1).

Remark 12.11. §(IT) is contained in the space of rational functions with poles
on the hypersurfaces % — 2? = 0 for a,b € N™.
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12.2.4 Brion’s Theorem

We start with some convex geometry.

Definition 12.12. (i) If P is a convex polyhedron and a ¢ P, we say that
a sees a point p of P if [a,p] N P = {p}.
(ii) We say that a sees a face F' of P if a sees each point p € F.
(iii) For any a ¢ P we set X, to be the set of all points in P seen by a.

Lemma 12.13. X, is a union of faces.

Proof. Given p € X, there is a unique face F' of P such that p € F'. Thus it
suffices to see that a sees F. If F' = {p} there is nothing to prove. Otherwise,
take any other point b € F. Then there is a segment [b, c] C F with p € (b, ¢).
Consider the triangle T" with vertices a,b,c. We have that T' N P is convex,
[b,c] Cc TNP and [a,p) N T NP = {p}. It follows from elementary plane
geometry that T'N P = [b, ¢] and hence [a,b] N P = {b}, as desired.

Notice that X, is a (not necessarily convex) polyhedron. If P is a polytope
(i.e., compact), so also is X,.

Given a polytope @, its Euler characteristic x(Q) is given by

Q= Y (-

F faceof Q

The Euler characteristic is a basic topological invariant, and we shall use only
the fact that for a contractible space, the Euler characteristic equals 1. One
could give an elementary direct proof of this fact for a convex polytope.

Lemma 12.14. Given a convex polytope P and a point a ¢ P, X, is homeo-
morphic to a convex polytope. Thus X, is contractible and x(X,) = 1.

Proof. By Theorem 1.8 there is a unique point b € P of minimal distance from
a. Take the segment [a, b] and consider the hyperplane H orthogonal to [a, b]
and passing through b. Again by Theorem 1.8, a and P lie on two different
sides of H. Let us now consider the convex cone I" with vertex a consisting
of all half-lines originating from a and meeting P. If we now take any point
¢ € X, the segment [a, ¢] lies in I" and has to meet H, and thus meets I'N H
in a unique point ¢(c). Conversely, any half-line in I" meets H for the first
time in a point b, and by Lemma 12.13, P in a point ¢ € X, with b = ¢(c).
This gives (by projection) a homeomorphism between X, and I'N H. The fact
that I'N H is a convex polytope follows from the proof. In fact, I'N H is the
convex envelope of the projections ¢(v) of the vertices of P contained in X,.

Let the convex polyhedron P be defined by {p|{¢;|p) < a;, 1 <i < n} and
take a face F. By Lemma 1.24, the subset Sg C [1,n] of the indices 1,2,...,n
for which (¢; |p) = a;,Vp € F, defines F := {p € P| {¢;|p) = a;,Vi € Sp}
and F = {p € P|{(¢;|p) = a; if and only if i € Sg}.
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Lemma 12.15. 1. The complement A of the set of points that see the face F
equals the set

Cp:= {p S V| <¢1|p> < ai,Vi S SF}

2. The set C'r is a cone with vertices the affine span of F'.

Proof. A point p is in A if either p € P C CF or there are an element b € F’
and a t with 0 < ¢ < 1 such that tp+ (1 —¢)b € P. If i € Sp, we have then
(@iltp+ (1 = 1)b) = t{¢:|p) + (1 — t)a; < aj; hence (¢ |p) < a;, sop € CF.
Conversely, if p € Cr, we have (¢; |p) < a; for i € Sp. Take b € F. We have
that sp+ (1 — s)b € P if and only if (¢;|sp + (1 — s)b) < a; for all j. This
condition is satisfied by all 0 < s < 1if j € Sp. If j ¢ Sp for any b € F (the
relative interior), we have (¢; |b) < a; hence there is s; with 0 < s; < 1 with
(5 5p+ (1 $)b) = (e |p) + (1 5)(6; | ) < a; for 0 < s < s;. Taking the
minimum s among such s;, we see that tp+ (1 —t)b€ Pfor 0 <¢<sandp
does not see F.

The second part follows easily from the first upon noticing that Lemma
1.24 implies also that the affine span of F' is the linear space defined by the
equations (¢; | p) = a;, Vi € Sp.

Definition 12.16. A convex polytope P given by inequalities

P:={peV|{(¢i|lp) <a;}

will be called pseudorational if all the ¢; can be taken with integral coefficients.
It will be called rational if also all the a; can be taken integral.

Lemma 12.17. If P is pseudorational, the element Ec, lies in R for every
face F of P and it is in T if dim(F) > 0.

Proof. By definition, Cr := {p € V| {(¢;|p) < a;,Vi € Sp}. The space
U = {a|{(¢i|a) = 0,Vi € Sp} is a space parallel to the affine span of F.
Thus we have that dim(U) = dim(F’). By our assumption, U is defined by a
system of linear equations with integer coefficients. If dim(F') > 0, it follows
that there is a nonzero element ¢ € U NZ™. Then Cr = Cg + a so that
Ec, =22E¢, or (1 — 22)E¢, =0 hence F¢, € T.

When F' = {v} is a vertex, setting C :={p € V| (¢;|p) <0,Vi € Sp}, we
have Cr = v 4+ C. By hypothesis C' is a cone pointed at 0, and by Remark
1.30, we have that C = C(uq,...,us) for some integral vectors u; spanning
V. We can then apply Theorem 12.10.

Proposition 12.18. The following identity holds:

> (-1)"™FEq, = Ep. (12.15)
F faceof P
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Proof. Given n € Z™, we need to compute the coefficient of 22 in

(71)dim FECF .

F faceof P

If n € P, then n € Cp for every face F. Thus the coefficient of ™ equals

dim F

Yo (I =P =1,
F faceof P

since P is contractible.
If n ¢ P, then by definition n € Cr if and only if n does not see F. It
follows that the coefficient of ™ equals

Yoo EDIE Y (—)TF = (P) = x(Fw) =1-1=0

F faceof P F face of P,
nsees F

by Proposition 12.18.

We can now state and prove Brion’s theorem [22] and [23]. We use the notation
of Theorem 12.10, ¥(C,,) = i(ECuj).

Theorem 12.19 (Brion). Let P be a pseudorational convex polytope, and

let vy, ...,vy be its vertices. The following identity of rational functions holds
h
Ep = 9(Cy). (12.16)
j=1

Proof. Notice that Ep € Clzi!,..., zE']; hence Ep = i(Ep).
Now let us apply ¢ to the identity (12.15) and let us observe that by Lemma
12.17, if dim F > 0, then ¢(CF) = 0. It follows that

h

EP = Z (—1)dime(CF) = Zw(cvj), (1217)

F faceof P j=1
as desired.

Remark 12.20. A particularly simple form of the previous formula occurs when
all the cones C,, are simplicial (cf. definition 1.39), since in this case one can
further apply the explicit formula (12.14).

Recall that in Section 1.3.4 we have called a polytope for which all the cones
C,, are simplicial a simplicial polytope and have seen how they naturally arise
as the variable polytopes associated to regular points.

One can extend the previous ideas to not necessarily convex polytopes. Let
us define a pseudorational polytope as a union of convex pseudorational poly-
topes. Since the intersection of two convex pseudorational polytopes is still a
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convex pseudorational polytope, one easily sees that Ep € R for all pseudo-
rational polytopes. One can thus associate a rational function ¢(P) := i(Ep)
to any pseudorational polytope, and this assignment satisfies the Grassmann
rule Y(PUP2) +(PLNPy) =¢(P1) + 1 (Pe), and the translation invariance
Y(a + P) = a2 (P) whenever a € Z™. Such assignments to polytopes (and
also to polyhedra) have been studied systematically by McMullen (cf. [81],
(80)).

12.2.5 Ehrhart’s Theorem

To finish, we are going to show how to deduce the classical result of Ehrhart
stated in Section 12.2.1 from Brion’s theorem. Let P be a polytope with
integral vertices vy,...,vp € Z™. Consider for any positive integer t the
polytope tP, whose vertices are clearly tvy,...,tvy. Set Fp(t) = Eip(1) (the
number of integral points in tP).

Theorem 12.21 (Ehrhart). Fp(t) is a polynomial in t.

Proof. We need a preliminary fact.

Lemma 12.22. Let Q;(z1,...,ZTm,t) € C[mlﬂ,... zrlt], j=1,...,h and

’ m

0+# P(z1,...,Zm) € (C[xlil, ooyt Take wy,...,wy € Z7. If
Z};l Qj(T1,. .., Ty, t)a™s
Li[wy, ... o) = =2 Plor o) e Clztt, ...zl VteN,
(12.18)

then there is a polynomial p(t) € C[t] with
p(t) = Ly[1,...,1], Vt e N.

Proof. Take an auxiliary variable z and exponents ni,...,n, € N with
P(z™,...,z") # 0. We can substitute in formula (12.18) for x; the element
2™ and reduce to the one-variable case. If P(1) # 0, we evaluate for z = 1 and
Li(1) = P(1)7! Z?zl Q;(1,t) € C[t]. Otherwise, write P(z) = (1 — 2)"R(z)
with R(1) # 0. We now proceed by induction on m > 0 by applying I’'Hopital’s

rule: Q)51
h tw h d[Qj(z,t)z""i
S . Z,t z j S P 8 77 AN A S §
Li(1) = lim 2 Qi 0 lim 2 dz .
z—1 P(z) z2—1 dZ(Z)
z

We have that the fraction of derivatives satisfies the same hypothesis of the
lemma, but now dP(z)/dz has a zero of order m — 1 at 1, thus allowing us to
proceed by induction.

We return to the proof of Ehrhart’s Theorem. For each j = 1,... h, set
C; = CUJ —vj; = ij — tv;. Then C; is a cone with vertex the origin and
Y(Cho, ) = x31p(C5). Tt follows from (12.16) that
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b S Hy(n, e )2t
Epp = atip(Cy) = ==L 12.19
D Y R (219
where K(21,...,2y) and the H;(z1,...,2,) are polynomials. Thus, since

E,p € Clzf!, ... 22!, Vt € N, the theorem follows from Lemma 12.22.
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The Partition Functions

The main purpose of this chapter is to discuss the theory of Dahmen—Micchelli
describing the difference equations that are satisfied by the quasipolynomials
that describe the partition function Tx on the big cells. These equations allow
also us to develop possible recursive algorithms.

Most of this chapter follows very closely the paper we wrote with M. Vergne
[44]; see also [45].

13.1 Combinatorial Theory

As usual, in this chapter A is a lattice in a real vector space V and X a list
of vectors in A.

13.1.1 Cut-Locus and Chambers

In this section we assume that X generates a pointed cone C(X) and recall
some definitions from Section 1.3.3. The set of singular points C*™&(X) is
defined as the union of all the cones C(Y') for all the subsets of X that do not
span the space V.

The set of strongly regular points C**8(X) is the complement of C*™¢(X).
The big cells are the connected components of C*8(X). The big cells are
the natural open regions over which the multivariate spline coincides with a
polynomial (Theorem 9.7).

Let us recall some properties of the cut locus (Definition 1.54). We have
seen in Proposition 1.55 that the translates C*"8(X )+ A give a periodic hyper-
plane arrangement. The union of the hyperplanes of this periodic arrangement
is the cut locus, and each connected component of its complement is a cham-
ber. Each chamber of this arrangement, by Theorem 2.7, is the interior of a
bounded polytope. The function Bx is a polynomial on each chamber. The
set of chambers is invariant under translation by elements of A. If X is a basis
of the lattice A, we have that the chambers are open parallelepipeds.

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 207
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_13,
© Springer Science+Business Media, LLC 2010
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We introduce a very convenient notation.

Definition 13.1. Given two sets A, B in V, we set
S(A|B):={a€A(A—a)NB#0}=(A—B)nA. (13.1)
Notice that given §,~ € A, we have that
S(A[B)+B—v=0(A+B[B+7)

We shall apply this definition mostly to zonotopes and so usually write
0(A|X) instead of 6(A| B(X)). Also, if A= {p}, we write é(p| B) instead of

5({p}[B)

Remark 13.2. If r is a regular vector (i.e., a vector that does not lie in the
cut locus), the set 0(r | X') depends only on the chamber ¢ in which r lies and
equals (¢ | X).

That is, v € §(c| X) if and only if ¢ C v + B(X).

The following proposition is an immediate generalization of Proposition 2.50
(which depends on the decomposition of the zonotope into parallelepipeds).

Proposition 13.3. If r is a regular vector, then §(r | X) has cardinality 6(X).
Furthermore, if we consider the sublattice Ax of A generated by X, every coset
with respect to A meets §(r| X).

Is is often useful to perform a reduction to the nondegenerate case (see Defi-
nition 2.23). If X spans A and X = X; U X5 is a decomposition, we have that
A=Ay ® Ay, where Ay, Ay are the two lattices spanned by X, Xo. We have
then C'(X) = C(X1) x C(X3), B(X) = B(X1) x B(X3), and the big cells for
X are products {21 x {25 of big cells for the two subsets. The same is also
true for the chambers. If we normalize the volumes so that A, Aq, A5 all have
covolume 1 we have

0(X) = §(X1)d6(X2) = vol(B(Xy))vol(B(X3)) = vol(B(X)).
Finally, for a chamber ¢; X ¢o we have
0(c1 X 2] X) = 6(c1]X7) x 0(c2|X2).

These formulas allow us to restrict most of our proofs to the case in which
X is nondegenerate.

13.1.2 Combinatorial Wall Crossing

Here we are going to assume that X generates V and use the notation of
Section 13.1.1. Let us recall a few facts from Section 2.1.2. Given a chamber,
its closure is a compact convex polytope and we have a decomposition of the
entire space into faces. We shall use fraktur letters as f for these faces.
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Let ¢, g be two chambers whose closures intersect in an (s — 1)-dimensional
face f. The face | generates a hyperplane K that is the translate of some
hyperplane H generated by a subset of elements in X. If this is the case, we
shall say that ¢ and g are H-separated.

Choose an equation v € U for H. We can then decompose X into the
disjoint union of three sets:

A where u takes positive values, B where u takes negative values, and C
where it vanishes.

Recall then that B(X) has two faces parallel to H, namely a4 + B(C') and
ap + B(C). For any D C AU B, D nonempty, set

ap.y = Z a— Z b.

a€DNA beDNB

Theorem 13.4. Let ¢, g be two H separated chambers, o € 6(g| X)\ d(c| X).
Then either for all D # 0, and D C AU B we have that o+ ap,, € 6(c| X)
or for all D #0,D C AU B we have a — ap, € 6(c| X).

Proof. We can translate and assume that o = 0. This implies that g intersects
B(X), and hence it is contained in B(X), while ¢ is disjoint from B(X). Tt
follows that either f lies in a4 + B(C) or f lies in ap + B(C).

Assume that we are in the first case. Since D # (), u is strictly positive
on ap,. On the other hand, ag + B(C) is the set of points in B(X) where u
attains its maximum. We deduce that for each € > 0, x € f, x + eap,, does
not lie in B(X). Thus if € is small enough, z := z + eap ,, lies in ¢. Now

z—apy=x—(1—€)ap, € B(C)+aa— (1 —¢€) Z a— Z

a€DNA beDNB
= B(C) + ZCH_E(Z (1—¢€) Z b) C B(X
ac€A\D ac€DNA beDNB

It follows that ap,, € d(c| X), as desired.
The second case follows in exactly the same way using —u instead of u
(notice that ap ., = —ap,_y)-

13.1.3 Combinatorial Wall Crossing II

Since the cut locus is invariant under translation under elements of A, if ¢ is
a chamber and A € A we have that ¢ — X is also a chamber.

If X = b is a basis, the chambers associated to b are the parallelepipeds
obtained by translation from the interior of B(b).

Lemma 13.5. Given a basis b in X, each chamber ¢ can be translated into
B(b).
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We have seen that if r is regular, §(r | X) is formed by §(X) points and is
independent of r as long as r varies in a chamber ¢. We denote it by §(c| X).
We observe that we have

5(c— M X)=d(c| X) =\, VA€ A (13.2)

We now want to understand how d(r|X) changes when we pass from one
chamber to another.

Let ¢, g be two chambers whose closures intersect in an (s —1)-dimensional
face f. The face § generates a hyperplane K that is the translate of some
hyperplane H generated by a subset C' := H N X of elements in X. With
the previous notation, we take the two opposite faces Fy = a4 + B(C), and
F, = ap + B(C) of B(X). The zonotope B(X) lies entirely in the region
bounded by the hyperplanes a4 + H,ap + H and contains the prism, with
basis Fy, Fy (join of the two). We start with a simple geometric lemma whose
proof is immediate.

Lemma 13.6. We have one and only one of the following three possibilities:

1. § is in the interior of B(X). In this case ¢, g are also in the interior of
B(X).

2. f is in the exterior of B(X). In this case ¢, g are also in the exterior of
B(X).

3. § is in one of the two faces Fy, F1. In this case the one of ¢, g that lies on
the same side of K as B(X) is in the interior of B(X); the other is in
the exterior.

The set C also determines a cut locus in H (and hence in each of its translates)
that is usually properly contained in the intersection of the cut locus for X
with H. Thus any chamber § of the cut locus for X contained in H is also
contained in a unique chamber §' for the cut locus of C.

We can thus first translate ¢ so that its face f lies in the unique hyperplane
K tangent to B(X), parallel to H, and such that ¢ lies to the opposite side
of B(X) (using one of the two possible opposite faces of B(X) parallel to
f). Let Fy := B(X)N K and ug, the corresponding vector in U. The set X
decomposes as X = AU B U C according to the sign +, —,0 taken by ug,.
Thus Fy =) ,caa+ B(C) =aa+ B(C).

By translating in K and using Lemma 13.5 we may assume that f lies in
Fy.

By our previous remarks, there is a unique chamber ' for the arrangement
generated by C in H such that f is contained in §f + a4. We then have that ¢
is disjoint from B(X), while g lies inside B(X). Their common face f lies in
the interior of Fy. We then have, with all this notation, the following theorem

Theorem 13.7 (Combinatorial wall crossing formula). Assume that g
lies in the same half-space cut by K as B(X) then

(g | X)\ 6(c| X) = o(f| Fo) = 6(f' | C) — aa,
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5(c| X)\d(g| X) =0d(f| Fr) = o(f | C) — ap.

Proof. If aw € 6(g| X)Ud(c| X), we must have that f — « lies in B(X). Thus
by the previous lemma, either f — « lies in the interior of B(X), and then
a€d0(g|X)Nd(c|X), or in one of two faces Fy, Fy. If f — oo C Fy, that is, if
a € 0(f] Fo), we have performed a translation that preserves K. Thus g—a still
lies in the same half-space cut by K as B(X) and we have o € §(g | X)\d(c| X).

If, on the other hand, f — o C F}, then by the same reasoning, we deduce
that a € 6(c| X) \ 6(g| X). So we have seen that

S(g[ X)\ (| X) = 6(F| Fo),  d(c| X)\ d(g[ X) = d(f[ F1)-

Finally,
0(F| Fo) = 0(f' | C) —aa, 6(f| F1) =6(f'|C) — ap.

Remark 13.8. Notice that we have, in particular,
Fo+ap =Fi+aa, 6(f|F1)—|—aB:5(ﬂF0)—|—aA.

Notice that this theorem is clearly related to Theorem 13.4.

13.2 The Difference Theorem

The main purpose of this chapter is to prove that a partition function 7Tx
is a quasipolynomial on the regions {2 — B(X), for each big cell 2. The
fact that Tx is a quasipolynomial not just on the big cells but in fact in the
larger regions {2 — B(X) may be considered as a discrete analogue of the
differentiability properties of the multivariate spline T'x.

In fact, we have a more precise statement that identifies the quasipolyno-
mial f coinciding with Ty on 2 — B(X) with an element of a canonical space,
that we denote by DM (X), uniquely determined by its initial values, that
is, the values it takes on d(u|X), where u € {2 is close to zero. In this case
d(u| X)NC(X) = {0}, so that, in order to coincide with Tx on 2 — B(X) we
must have that f(0) = 1 while f(a) = 0 for all nonzero elements of §(u|X).
These are the defining initial conditions.

The partition function is well-defined only when the vectors in X lie in a
pointed cone. However, the reader can understand that many of the results
in this section are independent of this assumption.

13.2.1 Topes and Big Cells

Definition 13.9. By the word tope we mean a connected component of the
complement in V' of the union of the hyperplanes generated by subsets of X.
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Remark 13.10. Usually big cells are larger than topes. For example, let V be
of dimension 3 with basis the vectors a,b, ¢, X = (a,b,c,d) with d =a+b+ec.
The cone C(X) is the cone generated by the three vectors a,b,c. It is the
union of the (closure of) 3 big cells the cones C(a,b,d), C(a,c,d), C(b,c,d),
each of which is the union of two topes.

For example, C(a,b,d) = C(a,a +b,d) UC(a + b, b,d).

Lemma 13.11. Fach tope T contains a unique chamber ¢, with 0 € ¢ and
conversely, one such chamber is contained in a unique tope.

Proof. The union of the chambers contained in 7 is dense in 7, so there is
at least one such chamber, but the walls of this chamber passing through 0
define the tope 7 as the one containing c.

Definition 13.12. We call a chamber initial if 0 € ¢.

Proposition 13.13. Given any initial chamber ¢, we have that 6(c| X) con-
tains the points of A in the interior of —B(X).

o

Proof. If v e B(X) then v+ ¢ C B(X), that is, ¢ C —y + B(X).

Next take a face F of B(X). We want to see whether the points of A in the

interior of F' lie in 6(c| X). If 5 €F then v+¢ C B(X), that is, c C —y+ B(X)
if and only if ¢ C —y + B(X).

13.2.2 A Special System

In order to understand and develop our ideas, let us start with a simple heuris-
tic argument. If Y is a cocircuit, we have HyEY(]‘ —e¥)Tx = Tx\v, and this
last function, when expanded in a power series, is supported in the cone gen-
erated by X \ Y, which, by definition does not intersect any big-cell. Since at
the level of coefficients, multiplication by (1 —e¥) is equivalent to applying the
difference operator V,, we begin to suspect that a quasipolynomial function
coinciding with Tx on 2 — B(X) if it exists must satisfy the difference equa-
tions Vy f = 0, where Vy :=[], .y Vo, as Y € £(X) runs over the cocircuits
(for the definition see Section 2.2.1).

In this chapter we wish to work in an arithmetic way. Thus let us denote
by C[A] the abelian group of Z-valued functions on A. When we consider
the space of C-valued functions on A, we shall denote it by Cc[A4]. In fact,
the reader will easily understand that our results would be valid for functions
with values in any commutative ring A.

Definition 13.14. Given X a list in A we define
DM(X):={f €C[A]|Vyf =0} (13.3)

as Y runs over all cocircuits of X.
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Observe that A acts under translation on C[A] and DM (X) is a Z[A] sub-
module.

Ezample 13.15. (i)  When s = 1 the only cocircuit is X itself. In the special
case in which X = {1,1,...,1}, m times 1, the equation is V*f = 0. Its

space of solutions has as basis the binomial coefficients (:L), 1=0,...,m—1.
In this case 7x(n) coincides with ("1™ ") on the integers n > —m.
(ii)  Assume now that X = {aq,...,as} are linearly independent, so they

form a basis of a sublattice Ax. Then each {a;} is a cocircuit and DM (X) is
the abelian group of functions on A that are constant on the cosets of Ax.

Notice that the action of Vy on functions is given as follows. For every sublist
S CY setas:=) ,.ga Then

Vy f(b) =D (=D)I¥f(b— as). (13.4)

SCY

The equation Vy f(b) = 0 can be also written as

fo)y="Y" (=1 f(b - as). (13.5)

SCY, S#£0

Equation (13.5) shows that such a difference equation is in fact a recursion
relation. The entire system associated to cocircuits will be the basic system
of recursions.

Let us for the moment discuss the simple case of dimension-one, i.e., when
X is a list of positive numbers aq, ..., a,,. In this case, B(X) is the interval
(0,37 a;], and we take for 2 the set of strictly positive numbers so that
2 — B(X) is the open half-line (—>.1", a;,00). Clearly, Tx(n) equals 0 if
n < 0 and Tx(0) = 1. Here we have a unique difference equation, that is,
[17%, Va4, F = 0, which we can use in the form of formula (13.5). If n > 0, we
have, for every nonempty S, that n—ag € [n—>_1", a;,n) C (=Y iv, a;,00),
and that allows us to compute Tx (n) subject to the initial conditions

Tx(0) =1, Tx(n) =0, Vn € Z, such that — Za,— <n<0.
i=1

Using the fact that this is a quasipolynomial, only finitely many computations
are needed to develop a formula explicitly (cf. Section 16.4).

So we start by studying the set of difference equations given in (13.3).
The theory is quite rich and can be approached from several directions, as
we will see presently. Let Jx C Z[A] be the ideal generated by the elements
[I,cy (I —e?) as Y runs over the cocircuits. For a € A denote by [e?] the
class of e modulo Jx. We have, as in Theorem 5.22; the following result
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Proposition 13.16. Under the pairing between the abelian groups DM (X)
and Z[A]/Jx defined by

(f 5 [e*]) = f(a)
for f € DM(X) and a € A, we have that DM (X) is identified with its dual
(over Z) of Z[A]/ Jx .

Our next task is thus to study the algebra Z[A]/Jx.

13.2.3 On DM (X)

As in Section 11.2.1, we can generalize our setting as follows. Take variables
t = (t1,...,tm). Consider the algebraic torus (C*)™ whose coordinate ring
is the ring of Laurent polynomials C[tfl, ...t and the algebraic torus
G := Ug/hom(A,Z) whose character group is A and whose coordinate ring is
C[A] = C[zi!,. .., zF!]. They both have integral forms with coordinate rings

R:= Z[tfd, .o, tE] and Z[A] = Z[mfl, I

In the ring R[A] we take the ideal Jx(t) generated by the functions
Ny (t) =[], ey (1 —tie™®) as Y runs over the cocircuits. Sometimes given
a = a; in X, we are going to write, by abuse of notation, t, for ¢;. In coordi-
nates, if a; = (a;1,...,a;5) we have 1 —t;e™% =1—1t; H;:1 x;ai'j

Thus the ideal Jx(t) defines a subscheme Z of the torus whose geometric
points are G x (C*)™.

We set A = R[A]/Jx(t).

If we take the projection w : Z — (C*)™, then clearly the subscheme
defined by Jyx is the fiber of m over the identity. In general, if we take any
list 4 = (p1,...,m), the fiber of m over the point of coordinates ete is
the subscheme in G defined by the ideal Jx (1) generated by the functions
Ny (1) == [l ey (1 — e7%*#e) as Y runs over the cocircuits.

Given a basis b = {b1,...,bs} for V extracted from X, consider the lattice
Ay C A that b generates in A.

The group A/A; is finite of order [A : Ay] = |det(b)|, and its character
group is the finite subgroup T'(b) of G that is the intersection of the kernels of

the characters e’ for b € b, that is the kernel of the surjective homomorphism
m: G— (C)*, mp:ig— (€1 (g),...,e*(g)).

The set T,(b) :={g € G| mp(g) = (e",...,eM)} is a coset of T'(D).
Recall that by Proposition 2.15, we have the following formula for the
volume §(X) of the zonotope B(X):

§(X) = > |det(b). (13.6)

beBx

Define P,(X) := Upeny T, (b). We call this set the set of points of the
arrangement associated to X and p.

For p € P,(X) set X, := {a € X |e%(p) = eta}. Furthermore, set d(X,,)
to be the number of bases b € By extracted from Xp.
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Proposition 13.17.
> d(X,) =6(X). (13.7)

Proof. Consider the set S of pairs (p,b) such that p € T},(b), or equivalently
b C X,,. We count its cardinality in two ways. First we have seen that T,(b)
has | det(b)| elements, so [S| =3, 5. |det(D)]. a

On the other hand, |S| =3 cp (x)d(Xp). By the paving of the zonotope
we know that >, 5 [det(b)| = §(X) is the volume of the zonotope, and the
claim follows.

Proposition 13.18. 1. The variety defined by the ideal Jx (p) is Pu(X).
2. For generic values of the parameters v; = et the set Pﬁ(X) consists of
0(X) distinct points.

Proof. The proof of 1 is similar to that of Lemma 11.9 and the first part of
Theorem 11.13. The only difference is the fact that, when we extract a basis b
from X, the equations e~+#» —1 = 0 for b € b define T,,(b). By its definition
(14.3), Pu(X) = UpT, (D).

Part 2 is trivial if X consists of a basis of V. Otherwise, write for a basis
bin X an element a in X \ b, ka = ), 5 npb with k,n, € Z. Consider the
subgroup in (C*)™ that is kernel of the character ;" [],c, ;" It is then
immediate that if the point of coordinates v; = e*¢ lies outside the union
of these subgroups as b and a vary, the set P,(X) consists of 6(X) distinct
points.

Choose any chamber ¢. The main theorem we plan to prove is the following

Theorem 13.19. The classes modulo Jx(t) of the elements e*, a € §(¢|X)
give a basis over of A = R[A]/Jx (1) as an R-module.

We start with a lemma

Lemma 13.20. i) The classes modulo Jx(t) of the elements e®, a € §(¢|X)
span A as an R-module.

Proof. Denote by B the span of the classes modulo Jx () of the elements
e®, a € §(c|X). Observe that A = Ugd(g|X) as g varies over all the chambers.
So it is enough to show that given a chamber g and a € §(g|X), we have that
e is in B.

Given such a chamber g, we define d(g) to be the minimum d such that
there is a sequence ¢ = go,...,gqs = g with §;, 9;+1 intersecting in an (s — 1)-
dimensional face. Notice that d(g) = 0 if and only if g = ¢. So we can proceed
by induction on d(g) and assume that the class of e® is in B for each point
a € 6(ga—1|X).

The closures of g4 and gq—1 intersect in an (s — 1)-dimensional face f. Let
H be the hyperplane through the origin parallel to f and let C = HN X. If
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we choose an equation u € U for H we can divide Y = X \ C into the disjoint
union AU B, where A (resp. B) consists of the vectors on which u is positive
(resp. negative).

Let a € §(g|X). We claim that we can express the class of e* modulo Jx
as a linear combination with coefficients in R of the classes modulo Jx of the
elements e, a € 6(gg—1|X). This will obviously imply our claim. If & € g4_1,
there is nothing to prove. So let us assume « € 0(g|X) \ 6(ga—1|X).

By Theorem 13.4 we have, up to changing the sign of wu, that for all
nonempty D C Y, a4+ ap.y € gq—1. On the other hand,

[Ta-ttey [T —tee™) = (D) ] tate™ [T (1 = tee™) € Ix(®).

a€cA beB acA €Y

So € [Tpea(X —t;te") [Tpep(1 — tre™) € Jx (t). Developing we get

e = Z tpe®taPu - modulo Jx (1),
DCY,D#£0

with tp = (—1)|D‘ HaeA t! HbeB t, € R which implies our claim.
We can now give a proof of Theorem13.19.

Proof. By Lemma 13.20, it suffices to see that the classes modulo Jx(¢) of
the elements e, a € §(¢|X), are linearly independent over R.
By contradiction assume that there is a nonzero linear combination

> pac® € Jx(t)
)

a€d(c|X

with p, € R. Choose, using Proposition 13.18, a point of coordinates v; = et
such that P,(X) consists of §(X) distinct points and such that at least one
of the coefficients p, is not zero at this point.

It follows that on the one hand, C[A]/Jx (1) has dimension at least §(X),
on the other it has dimension strictly smaller that (X ) giving a contradiction.

Notice that the proof of the lemma furnishes an explicit algorithm of re-
cursion to compute the value of a function in DM (X) at any point once we
know its values on a set d(c|X).

We shall use mainly the following consequence of this theorem:

Theorem 13.21. DM (X) is a free abelian group of dimension 6(X) consist-
ing of quasipolynomials.

For any chamber ¢, evaluation of the functions in DM (X) on the set
0(c| X) establishes a linear isomorphism of DM (X) with the abelian group
of all Z-valued functions on 6(c| X).

Proof. Recall that the abelian group DM (X) is the dual to the ring Z[A]/Jx.
Since the ideal defines the set P(X) that consists of torsion points, we deduce
from Theorem 5.32 that DM (X) consists of quasipolynomials.

All the other statements follow from Theorem 13.19.
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13.2.4 A Categorical Interpretation

It would be interesting to give a direct proof of Theorem 13.19 by showing that
the recursive equations can be solved starting from the initial values. This
approach requires us to prove that if we reach the same point by a different
path of recursions, we indeed obtain the same value. Although in the end this
is true we do not know a direct proof of this statement.

One may interpret the previous discussion as follows. We associate to X an
infinite connected oriented graph whose vertices are the chambers; an oriented
edge is associated to a common codimension-one face f of two chambers ¢, g.
We orient the edge from g to ¢ if B(X) and g lie on the same side of the
hyperplane spanned by f.

The lattice A acts on this graph with finitely many orbits on vertices and
edges.

Given a chamber ¢, we associate to it the finite set d(c | X') and denote by
D(c) the abelian group of Z-valued functions on (¢ | X).

An edge g T ¢ identifies the rational hyperplane H, as well as the sets
A, B, C and the bijective correspondence

5(f) = 6(c| X) — (g ] X)

given by

 (y if y € 6(c| X)Nd(g|X),
5(f)(y) = {yaA+aB if y € 6(c|X)\d(g|X).

Finally, to the same oriented edge we can also associate the linear map
D(f) : D(c) = D(g)

given by the matrix defined implicitly in Lemma 13.20 or its inverse.

This finite oriented graph incorporates all of the combinatorics of the
abelian group DM (X), that can be reconstructed from these data. A di-
rect proof of the theorem should consist in verifying directly that when we
compose the matrices on two given paths with the same endpoints we obtain
the same result.

13.3 Special Functions

The purpose of this and the following section is to exhibit explicit elements
in DM (X). In order to achieve this, we develop first some formalism.
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13.3.1 Convolutions and the Partition Function

We now return to the formalism of Section 12.2.2, where we introduced bi-
infinite series C[[A]] := {D_,c 4 g(v)e’}, that by abuse of notation we identify
with Cc[A] via the map L : Cc[A] — C[[A]].

As in Section 12.2.2, we can then consider the subspace R C CJ[[A]] of
rational elements consisting of those elements g € C[[A]] such that there
exists p € C[A],p # 0 with pg € C[A] together with its torsion subspace T of
those g € C[[A]] such that there exits p € C[A],p # 0 with pg = 0.

Notice that under the identification of the space of functions C¢[A] with
C[[A]], we have DM (X) C T.

Recall that by Proposition 12.7, R/T is isomorphic, under a map L,, to
the field of fractions C(A) of C[A].

If v € A is nonzero, we set

Ty =Y 6k LTy=) e *.
k=0 k=0

The function 7, is supported on the “half-line” Z>ovy and is the discrete
analogue of the Heaviside function. In fact, V7, = dg or (1 —e~7)LT, = 1.

Thus LT, € R, or by abuse of notation 7, € R, and we simply write
L, T, := L,LT,, getting

1

o l—e
Moreover, if v € hom(A,R) is an injective homomorphism with (u|a) > 0
and s, : C(A4) :— R the corresponding section, we have

LT, = su<$)

1—e

LT,

Notice that if instead (u]a) < 0, then we have

su(l _1e_v) = feVSU(l _10) = LT 26« T (13.8)

Now let X := (ay,...,an) be a finite list of vectors in A that spans a pointed

cone in V. This implies the existence of a generic linear form « with (u|a;) > 0
for all 7. Recall that in 1.45, we have defined the partition function on A by

Tx(N) = #{(n1,...,nm) | >_mia; = A, n; € N}.
Consider .
C(X) = {Z m;a;, mM; € ZZO} c A.
i=1
Clearly, the partition function is supported in C'(X).

Also the convolution T, * Tg, * -+ % T, is well-defined, in 4, R and we
immediately verify the following
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Proposition 13.22.
TX ;:7:11 *7;2*...* G+

We shall thus think of Tx as a discrete analogue of the multivariate spline T'x
(see Theorem 7.18). ! We also have an analogue of Bx. Namely, setting

Qx(v):= #{(nl,...7nm)| Zniai =wv, n; € {0,1}}7

where

Qx = Qx(v)s,. (13.9)

veA

Applying our previous considerations we obtain the following

Lemma 13.23. (i) Tx € R and

LTx = ]] L. (13.10)
(i) Qx € C[A] and

1 —e 20
— —ay _
L’I‘QX = H (1 +e ) = H ﬁ. (1311)
acX aceX
If X is any list of nonzero vectors and u is a generic linear form, we can still
construct iy, ([[,cx #) = *aexiu(ﬁl Now, though, we have to apply
formula (13.8) and obtain that i, (][], x 7—=) is the convolution product of
the functions 7,, for the a; with (u]a;) > 0 and of —d_,, * T_,, for the a;
with (u|a;) <O0.
The reader can verify that also in this setting, iy ([T,cx 7—==)
interpreted as a suitable partition function that now depends on u.

can be

13.3.2 Constructing Elements in DM (X)

Definition 13.24. A subspace of V spanned by a subset of X will be called
a rational subspace (relative to X).

We shall denote by Sx the set of all rational subspaces and by Sg? the
rational subspaces of dimension 1.

Given a rational subspace r, X \ r defines a hyperplane arrangement in the
space r C U orthogonal to r. Take an open face F, in r1 with respect to
this hyperplane arrangement.

We get a decomposition of X \ r into the two lists A, B of elements that are
positive (resp. negative) on F,. We denote by C(F,, X) the cone C(A, —B)
generated by the list [A, —B]. Then C(A, —B) is a pointed cone.

!Some authors use the term truncated multivariate spline.
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Notice that if r = {0}, then AU B = X. In this we shall denote an open
face Fyoy simply by F' and call it a regular face for X.
Notice that given a € A, we have V, = -7,V _,.

Lemma 13.25. There exists a unique element 7}?1 € C[A] such that
() [acxre Vo) T = do.
(1) T;ﬁ is supported in —bp + C(A, —B).
Proof. We define T;ﬁ by the convolution product of partition functions:
T = (~1)1Pl5_y, T+ T_g, (13.12)
where bp = ), 5 b. Since

I1 V.= (1" ( I1v )( I1 v,b) (13.13)

aceX\r acA beB
and C(A,—B) is a pointed cone, T)?E is well-defined, satisfies the two prop-
erties, and is unique.

We can generalize this as follows. Choose an orientation of each r € Sx.
Take a pair of rational subspaces r € Sg;) and t € Sggﬂ) with r C £. We say
that a vector v in t\ r is positive, if the orientation on ¢ induced by v and the
orientation on r, coincides with the chosen orientation of t. Set

A={a€ XNt|aispositive}, B ={be X Nt|bis negative}.
We define
T = ()Pl y, = Ta = T_p, (13.14)
TE = (=) A6 o, * T = T-a. (13.15)

The function 7" is supported on the cone — > e b+ C(A, —B) while T
is supported on the cone =3 ., a+ C(—4A,B).

Definition 13.26. Take a pair of oriented rational subspaces r € Sg? and
te Sggﬂ) with r C t. We define

QLX) =T - T
If X is fixed, we will write simply QF instead of Q5(X).

We identify C[AN 7] to the subgroup in C[A] consisting of the elements sup-
ported in ANyr. If fisa functlon on ANr, the hypotheses of Remark 12 5 are
satisfied for the palrs 1 7} , and we can perform the convolutions 5 x f.
So convolution by Q1 induces a map

It :ClAnr] = ClANt, [ Ok« f.

Given a rational subspace r, let us consider the abelian group DM (X Nr)
inside C[AN7T] C C[A].
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Proposition 13.27. It maps DM (X Nr) to DM (X Nt).

Proof. Let Y := X Nr, Y :=XNt. f T CY’is a cocircuit in Y’/, we need
to see that Vo (Q% % f) = 0 for each f € DM (X Nr).
By definition,
VausTE = VausTE = o,

so that if T=AUB=Y"\Y, then
Vr(Qk+ f) = (VrQk) = f = 0.
Otherwise, the set Y NT is a cocircuit in Y and then Vynrf = 0. So
Vr(Qk+ f) = (Vry Q8) * (Vynrf) = 0.

This proposition gives a way to construct explicit elements of DM (X).
Take a flag ¢ of oriented rational subspaces 0 =1, Cr; Cro C---Cry, =V

with dim(r;) = i. Set Q; == T — T+

Li—1-

Proposition 13.28.
QF 1= Q1% Qo %Q, (13.16)

lies in DM (X).

13.4 A Remarkable Space

In this section we follow very closely a paper with M. Vergne [44].

13.4.1 A Basic Formula

Choose two rational spaces r,t and a regular face F, for X \ r in rt.

The image of F, modulo t* is contained in a unique regular face for the
set (X Nt)\ r. To simplify notation, we still denote this face by F.

Proposition 13.29. 1. V(X\D\J)f@ = (I;(L\ﬁ)ﬂf

2. For g € C[ANT],

Fy Fr
VX\E(TXYK xg) = 'T(X*\z)mé * (V(Xﬁz)\gg)~ (13.17)

Proof. 1 From equation (13.12), we see that

Voo T = (DPI6 Vi (Ta) * Vs (T-5)-

Using formula (13.13) we get
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Ve T = (~D)FM6_, 5 Tany * Topry = T(f?\z)my

which is our claim.
2 Let g € C[ANr]. Take any rational subspace t. We have the factorization

Vxve = Vixnone Ve thus
F, F
Vxu(Txy, *9) = (Vo T, * (Vixaee9)-

Since V(X\;)\KT;@ = (I;L\T)m from part 1, we obtain formula (13.17), that
is the origin of all other formulas of this section.
13.4.2 The Abelian Group F(X).
The following abelian group will play a key role in what follows.
Definition 13.30.

F(X)={feClA]|Vx\,fellAny], forallT € Sx}. (13.18)

Notice that if f € F(X), then f must in particular satisfy the relation corre-
sponding to the space r = {0}), that is,

VXf = 0(50,

or the equivalent relation

H(l —eY)Lf =c

aceX

with ¢ € Z. In particular, F(X) C R (the rational elements) and its image
L,(F(X)) in the field C(A) is the one dimensional abelian group spanned by

1
H 1—ea’

Ezample 13.31. Let us give a simple example. Let A = Z and X = [2,-1].
Then it is easy to see that F(X) has as integral basis

01 = 257“ Oy = Znana

nez nez
n 1—(=1)" n 1—(1)"
b3 = 2(5 + #)5117 04 = Z(E + #)511
nez n>0

Here 6,02, 05 is an integral basis of DM (X).

The first important fact on this abelian group is the following:
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Lemma 13.32. (i) If F is a regular face for X, then TE lies in F(X).
(ii) The abelian group DM (X) is contained in F(X).

Proof. (i) Indeed, Vx\, T§ = T)fﬂz eClAnt].
(i) is clear from the definitions.

Each T is a partition function. In particular, if X generates a pointed
cone, then the partition function Tx equals T for the face F' that is positive
on X.

In fact, there is a much more precise statement of which Lemma 13.32 is
a very special case and that will be the object of Theorem 13.35.

13.4.3 Some Properties of F(X).

Let 1 be a rational subspace and F, a regular face for X \ r.

Proposition 13.33. 1. The map g — T)ffr * g gives an injection from the
group F(X Nr) to F(X). Moreover,

VX\;(TQQ xg) =g, Vg € F(XNr). (13.19)

2. Vx\r maps F(X) surjectively to F(X Nr).
3. If g € DM(X Nr), then VX\;(T;%T x g) = 0 for any rational subspace t

such that tNr #£r.

Proof. 1 If ¢ € F(X Nr), then for every rational subspace t we have
Vixnr\g € C[ANtNr]. By formula (13.17) we have that VX\;(T;Q *g) is
the convolution of two functions supported in ¢; hence it lies in C[A N ¢], so
that T)ffr x g € F(X), as desired.

Formula (13.19) follows from the fact that VX\ET;%T = Jp.

2 If f € F(X), we have Vx\,f € F(X Nr). In fact, taking a rational

subspace t of r, we have that V xn,\¢Vx\rf = Vx\of € C[ANE]. The fact
that Vx, is surjective is a consequence of formula (13.19).

3 Follow from formula (13.17).

Proposition 13.33 allows us to associate to a rational space r and a regular
face F,. for X \ r the operator

7 f e TE, + (V. f)

on F(X). From formula (13.19), it follows that the operator I1%* is a projector
with image ’T;@, «F(XNr).



224 13 The Partition Functions
13.4.4 The Main Theorem

Recall that S;) is the set of rational subspaces of dimension ¢. Define the

abelian groups
f(X)z = ﬁzesgfl) ker(VX\E) n .7:(X)

Notice that by definition, F(X)0y = F(X), that F(X)dim v is the abelian
group DM (X), and that F(X);11 C F(X);.
Choose, for every rational space r, a regular face F, for X \ r.

Lemma 13.34. Let r € Sg?.
(i) The image of V x\, restricted to F(X); is contained in the abelian group

DM(X Nr).
(ii) If f is in DM(X 1), then Ty, = f € F(X);.

Proof. (i) First, we know by the definition of F(X), that V x\,F(X); is con-
tained in the abelian group C[ANr]. Let ¢ be a rational hyperplane of r, so that
t is of dimension 7 — 1. By construction, we have that for every f € F(X);,

0=Vx\f =VixnntVx\of-

This means that Vx\, f satisfies the difference equations given by the cocir-
cuits of X Nr, that is, it lies in DM (X Nr).

(i) Follows from Proposition 13.33 3.

The following is the main theorem of this section.

Theorem 13.35. With the previous choices, we have
F(X) = @pesy Tye, * DM(X N1). (13.20)
Proof. Consider the map p; : F(X); — @1ES§§>DM(X Nr) given by
pif = @50 Vi f

and the map P; : ®, g DM(X Nnr) — F(X), given by
reox

Fy.
Pi(©g,) = Y Tl % g
We claim that the sequence

0— F(X)ig1 — F(X)i 25 @ _DM(XNr)—0

ﬁesg
is exact and the map P; provides a splitting.
By definition, F(X);11 is the kernel of p;. Thus we only need to show

that 1;P; = Id. Given r € Sg? and ¢ € DM(X Nr), by formula (13.19)
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we have VX\T(T;%T x g) = ¢g. If instead we take ¢ # r another subspace of
S( 2 ,then rNtisa proper subspace of t. Proposition 13.33 iii) says that for
g€ DM(X nr), VX\i(TX\‘T * g) = 0. Thus, given a family g, € DM (X Nr),
; _ TF : _ (@)
the function f = Z;esg’ TX\L * g¢ is such that Vx\,f = g, for all r € Sy’.

This proves our claim that pu;P; = Id.
At this point, putting together these facts, Theorem 13.35 follows.

Definition 13.36. A collection F = {F,.} of faces F,. C r* regular for X \ r
indexed by the rational subspaces r € Sx will be called an X -regular collec-
tion.

Given an X-regular collection F, we can write, using Theorem 13.35, an
element f € F(X) as

f=">" f with fLeT)f@*DM(sz).

r€Sx

This expression for f will be called the F decomposition of f. In this decom-
position, we always have Fy = {0}, T, X\V = §p and the component fy is in

DM(X).

The abelian group TXQ * DM(X N r) will be referred to as the F,-
component of F(X).

From Theorem 13.35, it follows that the operator Id —P;u; projects F(X);
to F(X)iy+1 with kernel @zesg)T)f@ * DM (X Nr) (this operator depends of
F). Thus the ordered product

O} = (Id — Py_ypti-1)(Id — Pi_api—2) - - (Id — Popo)
projects F(X) to F(X);. Therefore, we have the following result

Proposition 13.37. Let F be an X -regular collection and r a rational sub-
space of dimension i. The operator PF = [IFTIF is the projector of F(X) to
the F,.-component TE X ¥ DM(X Nnr) of F(X).

In particular, if dim(V') = s, the operator

Py = (Id - Psfllffsfl)(ld - Psf2/~L572) T (Id - Po/io)

is the projector F(X) — DM (X) associated to the direct sum decomposition
F(X) = DM(X) & (@zesx wpv Tat, * DM(X N ))

Let F = {F,} be an X-regular collection. If ¢ is a rational subspace and
for each r € Sxn¢, we take the face containing the image of F, modulo t*, we
get an X Nt-regular collection. We denote this collection of faces for X Nt by
F. in the next proposition. The proof of this proposition is skipped, since it
is very similar to preceding proofs.
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Proposition 13.38. Let t be a rational subspace. Take f € F(X) and let
f= ZKGS(X) fr be the F decomposition of f and Vx\¢f =) s, 9r be the
F; decomposition of Vx\sf. Then )

o Vx\ofr =0 ifr¢Sxn,
L4 vX\ﬁfﬁzgg iffGSXﬂy

13.4.5 Localization Theorem

In this section we are going to show that every element f € F(X) coincides
with a quasipolynomial on the sets (7 — B(X)) N A as 7 varies over all topes
(we simply say that f is a quasipolynomial on 7 — B(X)).

Definition 13.39. Let 7 be a tope and r a proper rational subspace. We say
that a regular face F), for X \ r is nonpositive on 7 if there exist u, € F, and
xo € 7 such that (u,,zq) < 0.

Given z¢ € 7, it is always possible to choose a regular face F, C r* for
X \ r such that ¢ is negative on some vector u, € F}, since the projection of
xg on V/r is not zero.

Definition 13.40. Let F = {F,} be an X-regular collection. We shall say
that F is nonpositive on 7 if each F;. is nonpositive on 7.

Let f € F(X) and let f =" f, be the F decomposition of f.
The content of the following result is quite similar to Paradan’s localization
theorem [87].

Theorem 13.41 (Localization theorem). Let 7 be a tope. Let F = {F,}
be an X -regular collection nonpositive on 7.

The component fy of the F decomposition f = ZTESX fr 15 a quasipoly-
nomial function in DM (X) such that f = fy on (1 — B(X)) N A.

Fr

Proof. Let r be a proper rational subspace and write f, = TX(r * k., where
k, € DM(X Nr). In the notation of Lemma 13.25, the support of f, is
contained in the polyhedron r — >, 5 b+ C(F,, X \r) Cr+ C(F, X \ r).

This last polyhedron is convex, and by construction, it has a boundary
limited by hyperplanes that are rational with respect to X. Thus, either we
have 7 Cr+ C(F,, X \r)or 7N (r+ C(F,, X \ 1)) = 0.

Take u, € F, and z¢ € 7 such that (u,,z¢) < 0. Since u, > 0 on the set
r+ C(Fy, X \r) it follows that 7 is not a subset of r + C(F,, X \ r), so that
TN(r+C(F., X \r)) =0.

In fact, we claim that the set 7 — B(X) does not intersect the support
r—> 4ep 0+ C(Fy, X \ 1) of f.. Indeed, otherwise, we would have an equation
V= exta® =5+ D cakaa + D g hp(—b) in which v € 7, 0 < £, < 1,
while k, > 0, hy > 1, s € r. This would imply that v € r + C(F,, X \ 1)),
a contradiction. Thus f coincides with the quasipolynomial fy on the set
(r—B(X))NnA.
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v

Fig. 13.1. The partition function of X := (a, b, c).

Ezxample 13.42. Figure 13.1 describes the partition function 7x for the list
X = (a,b,c) with a := w1, b := wa, ¢ := w1 +ws in the lattice A := Zuwy & Zws.
Figure 13.2 describes the F decomposition relative to the tope containing
zg. Notice how the choice of F has the effect of pushing the supports of the
elements f, (r # V) away from 7.

A quasipolynomial is completely determined by the values that it takes on
(t1—B(X))NA. Thus fy is independent of the construction, so we may make
the following definition

Definition 13.43. We shall denote by f™ the quasipolynomial coinciding
with f on (7 — B(X))N A.

The open subsets 7 — B(X) cover V when 7 runs over the topes of V' (with
possible overlapping). Thus the element f € F(X) is entirely determined by
the quasipolynomials f7.

Let us choose a scalar product on V, and identify V and U with respect
to this scalar product. Given a point 3 in V' and a rational subspace r in Sx,
we write

B=pB+pf
with p,8 € r and p,. 8 in rt.

Definition 13.44. We say that 8 € V is generic with respect to r if p,3 is in
a tope 7(p,3) for the sequence X Nr, and p,. 3 € r* is regular for X \ r.

We clearly have the following
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n2
4

Fig. 13.2. F decomposition of the partition function of X := (a,b,c) for F nonpos-

itive on 7.
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Proposition 13.45. The set of 08 that are not generic with respect to r is a
union of finitely many hyperplanes.

By Theorem 13.41, if f € F(X), then the element Vx\, f is in 7(X Nr) and
coincides with a quasipolynomial (Vx\,f)” € DM (X Nr) on each tope 7 for
the system X Nr.

Theorem 13.46. Let 3 € V' be generic with respect to all the rational sub-
spaces r. Let FP be the unique reqular face for X \ 1 containing p,. (3.
Then B -
_FP
F= 30 T # (Va0

re€Sx

Proof. By the hypotheses made on S, the collection F = {F} } is an X-regular
collection. Set f = Z£€SX T)I:fr % ¢ with ¢ € DM(X Nnr). We apply
Proposition 13.38. It follows that ¢, is the component in DM (X Nr) in
the decomposition of Vx\,f € F(X Nr) with respect to the X N r-regular
collection induced by F. Set u; = —p;+ 3. Observe that for ¢ C r, we have
(ug,prB) = —|lug]|?, so that each u; is negative on p,3. Thus the formula
follows from Theorem 13.41.

13.4.6 Wall-Crossing Formula

We first develop a general formula describing how the functions f7 change
when crossing a wall. Then we apply this to the partition function 7x and
deduce that it is a quasipolynomial on 2 — B(X), where {2 is a big cell.

Let H be a rational hyperplane and v € H+ a nonzero element. Then the
two open faces in H' are half-lines Fy = Rsou and —Fy. By Proposition
13.27, if ¢ € DM(X N H), then w := (T;{’H - 7');\};5) * ¢ is an element of
DM (X).

Remark 13.47. In [28], a one-dimensional residue formula is given for w, al-
lowing us to compute it.

Assume that 7, 7o are two adjacent topes, namely 71 NT5 spans a hyperplane
H. The hyperplane H is a rational subspace. Let 712 be the unique tope for
X N H such that 71 N7y C T2.

Ezxample 13.48. Let C' be the cone generated by the vectors a := w3 + wi,
b= w3+ wsy, ¢ := w3 —wi, d := w3 — wsy in a three-dimensional space
V := Rw; & Rws & Rws. Figure 13.3 represents the section of C' cut by the
affine hyperplane containing a, b, ¢, d. We consider X := (a, b, ¢, d).

On the left of the picture we show the intersection of C' with the two topes
71, T2 adjacent along the hyperplane H generated by b,d, and on the right,
that with the tope 712. The list X N H is [b,d]. The closure of the tope 715 is
twice as big as T1 N Ta.
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b

o
™ 71

d
Fig. 13.3. Two adjacent topes of X := (a,b, ¢, d).

Let f € F(X). The function Vx\ g f is an element of F(H N X); thus by
Theorem 13.41, there exists a quasipolynomial (Vx\ g f)™? on H such that
Vx\uf agrees with (Vx\ g f)™2 on 7y2.

Theorem 13.49. Let 11,72, H, 712 be as before and f € F(X). Let Fy be the
half-line in H* positive on 7. Then

F7= T = (T = Tl )+ (Vxam )™ (13.21)

Proof. Let xy be a point in the relative interior of 71 N 7o in H. Then xq
does not belong to any X-rational hyperplane different from H (see Figure
13.3). Therefore, we can choose a regular vector u, for X \r for every rational
subspace r different from H,V such that u, is negative on x¢. By continuity,
there are points 1 € 71 and zo € 7o sufficiently close to xy and where these
elements u, are still negative. We choose v € H + positive on Ty. Consider the
sequences u' = (u,), where uy = u, for r # H and u; = —u, and u? = (u?),
where u2 = u, for r # H and u% = u. Correspondingly, we get two X-regular

collections F* and F2.

Fori=1,21let f = fi, + fir + >, .y fi be the F! decomposition of f.

We write fi; = X\IE{ x ¢ with ¢V € DM(X N H). Now the sequence
u! takes a negative value at the point z; of 7;. Thus by Theorem 13.41, the
component fi is equal to le.

By Proposition 13.38,

Vuf=q" + Z Vx\ufy

rCHr#H

is the F! decomposition of VX\Hf, so that again by Theorem 13.41, we have
4D = (Vv /)™ so that fh = Tl « (Vo )™,
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Similarly7 2 takes a negative value at the point x5 of 79, so f2 = f™ and
f%[ X\H (VX\Hf)T12
Now from Proposition 13.37, when dim(r) = ¢,

fl=ntnry, f2=ntEmr

and for any ¢ < dim V| the operators IT Ey HF and 177 HF are equal. Thus
le f£2 for r # V, H. So we obtain fl + fH 1+ &, and our formula.

Consider now the case that X spans a pointed cone. Let us interpret
formula (13.21) in the case in which f = Tx. By Theorem 13.41, for a given
tope T, Tx agrees with a quasipolynomial 7§ on 7 — B(X). Recall that
Vx\a(Tx) = Txnu, as we have seen in Lemma 13.32. Tt follows that given
two adjacent topes 71, Ty as above, (Vx\pgf)™ equals (Txnm)™ (extended
by zero outside H). So we deduce the identity

TR =T = (Tl = Tl ) * Tk (13.22)
This is Paradan’s formula ([86], Theorem 5.2).

Ezample 13.50. Assume X = (a, b, c) as in Remark 13.42. We write v € V as
v = vwy + vawz. Let 1 = {v1 > v2 > 0}, 2 = {0 < v1 < v2}. Then one
easily sees (see Figure 13.1) that

T;(—l = (n2 +1), 7—)7('2 = (n1 +1), xog = L

Equality (13.22) is equivalent to the following identity of series, which is easily
checked:

Z(ng—nl)x?lx?:(— Z xtry? + Z x?lx;”)(z%xg)

niy,mn2 ny1>0,m2<0 n1<0,m2>0

13.4.7 The Partition Function

We assume that C'(X) is a pointed cone. Let us now consider a big cell (2.
We need a lemma

Lemma 13.51. Given a big cell £2, let 7y, ..., T, be all the topes contained in
(2. Then
2 = B(X) = Ui (r; — B(X)).

Proof. Notice that UF_,7; is dense in 2. Given v € 2 — B(X), v+ B(X) has
nonempty interior, and thus its nonempty intersection with the open set {2
has non empty interior. It follows that v + B(X) meets U¥_,7;, proving our
claim.

Now in order to prove the statement for big cells, we need to see what
happens when we cross a wall between two adjacent topes.
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Theorem 13.52. On (2 — B(X)) N A, the partition function Tx agrees with
a quasipolynomial T € DM (X).

Proof. By Lemma 13.51, it suffices to show that given two adjacent topes
T1, T2 in Q, TXTl = TXTZ.

But now notice that the positive cone spanned by X N H, the support of
Txnm, is formed of singular vectors, and therefore it is disjoint from {2 by
definition of big cells. Therefore, Txng vanishes on 715. Thus T¢{2,; =0, and
our claim follows from formula (13.22).

This theorem was proven [37] by Dahmen—Micchelli for topes, and by
Szenes—Vergne [110] for cells.

There is an important point of the theory of Dahmen—Micchelli that we
should point out. Take a chamber ¢ inside C(X) such that 0 € <.

Lemma 13.53. §(c| X)NC(X) = {0}.

Proof. Assume that a € (¢ — B(X))NANC(X). We have a = p — >, tia;,
0<t; <1, p€c and thus p € a + C(X). The boundary of a + C(X) is in
the cut locus, and if a € C(X),a # 0, we have that 0 ¢ a + C(X). Therefore
the chamber ¢ cannot be contained in a + C(X) and hence it is disjoint from
it, a contradiction.

From this we have, using Theorem 13.52 and Theorem 13.19, the following

Theorem 13.54. Let 2 be a big cell contained in C(X), ¢ C 2 a chamber
such that 0 € .

Then T is the unique element f € DM(X) such that f(0) = 1 and
f(a) =0, Va € 6(c| X), a#0.

Proof. By Theorem 13.52, T3 coincides with Tx on §(c| X) C (2—B(X))NA.
Now Tx is 0 outside C(X), so its values on §(c|X) are exactly the ones
prescribed, and these determine 75 uniquely by Theorem 13.19.

Remark 13.55. If {2 is a big cell contained in the cone C(X), the open set
2 — B(X) contains £2, so that the quasipolynomial T3’ coincides with Tx on
0.

This is usually not so for f € F(X) and a tope 7 : the function f does
not usually coincide with f™ on 7.

We finally give a formula for 7Tx due to Paradan.

Let us choose a scalar product on V. We use the notation of Theorem
13.46. Since V x\,Tx = Txny, We obtain as a corollary of Theorem 13.46 the
following

Theorem 13.56. (Paradan). Let 3 € V be generic with respect to all the
rational subspaces r. Then we have

B
Tx = Z 7-X\};L * (Txer) P27

re€Sx
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Remark 13.57. The set of 8 € V generic with respect to all the rational sub-
spaces r decomposes into finitely many open polyhedral cones.

The decomposition depends only on the cone in which [ lies.

In this decomposition, the component in DM (X) is the quasipolynomial
that coincides with Tx on the cell containing 3.

Finally, if X spans a pointed cone and (§ has negative scalar product with
X, the decomposition reduces to Tx = Tx, the component for r = {0}.

13.4.8 The space F(X)

When X does not span a pointed cone we can still construct several partition
functions P¥ := (=1)1B1§_,, * Ha + H_p for each decomposition X = AU B
into positive and negative vectors associated to every open face F' (13.12).

It is thus interesting to develop a Theory which treats all these functions.
This is best done introducing a new Z[A] module.

While DM (X) is a Z[A] module, in general F(X) is not stable under
Z[A], so we consider the Z[A] submodule F(X) in C[I] generated by F(X)
and similarly for F;(X).

Remark 13.58. It is easy to see that, if X "is deduced from X by changing sign
to some of its vectors, then F(X) = F(X’).

Definition 13.59. Define DM (%) (X N r) to be the Z[A] submodule of C[A]
generated by the image of DM (X Nr) inside C[A].

The group A, = ANy is a direct summand in A so Z[A] is isomorphic (in
a non canonical way) to

Z[A] = Z[A,] @ Z[A] A
It is then immediate to verify that
DM'D(X Nr) = Z[A] ®z4,) DM(X N1) = Z[A/A,] ® DM (X N1). (13.23)
Since both the maps p; and the convolutions @ff\ﬁ obviously extend to
maps of Z[A] modules, we easily deduce

Corollary 13.60. The sequence

0= Fir(X) = F(X) 5 @ DM(XNnr)—0
ges§§>

1s split exact with splitting:

Fi(X)=Fn(X)e @ P, «DMO(X nr).
£ES§§)
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From this, we obtain a decomposition dependent upon the choices of the
faces F;.

F(X) = DM(X) & ( Bresxlrv Pii, * DM@ (X N ﬁ)). (13.24)

One easily verifies that F(X) can also be intrinsically defined as:

Definition 13.61. The space F(X) is the space of functions f € C[A] such
that Vx\,f is supported on a finite number of A translates of r for every
proper rational subspace r.

Remark 13.62. By definition, the filtration F;(X) is defined by a condition
on torsion or in the language of modules by support. One can verify that in
particular DM (X) is the part supported in dimension 0, that is of maximal
possible torsion.

13.4.9 Generators of F(X)

In this subsection, we assume that @ # 0 for any a € X. Thus every open face
F produces a decomposition X = A U B into positive and negative vectors
and can define as in (13.12):

PL = (—1)Blo_y, « Hyx H_p.

Theorem 13.63. The elements Pfg, as F' runs on all open faces, generate
F(X) as Z[A] module.

Proof. Denote by M the Z[A] module generated by the elements P%, as F'
runs on all open faces. In general, from the description of F (X) given in
Formula (13.24), it is enough to prove that elements of the type P)I;L x g with
g € DM(X Nr)arein M. As DM(X Nr) C F(X Nr), it is sufficient to
prove by induction that each element P;L * P, is in M, where K is any
open face for the system X Nr. We choose a linear function ug in the face F,.
Thus ug vanishes on r and is non zero on every element a € X not in r. We
choose a linear function u; such that the restriction of u; to r lies in the face
K. In particular, u; is non zero on every element a € X Nr. We can choose
€ sufficiently small such that ug 4+ eu; is non zero on every element a € X.
Then wug + euy defines an open face F' in the arrangement Hx. We see that
77)};1 * PX, is equal to P¥.
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13.4.10 Continuity

The space D(X) being formed of polynomials can be viewed as restriction
of polynomial functions on V' to the lattice. Similarly for DM (X) once we
choose a representative for the exponential factor associated to each point of
the arrangement.

There is a rather remarkable case in which the elements of the discrete
space F (X)) appear as restrictions of continuous functions to the lattice A, in
fact piecewise polynomial or quasi—polynomial functions in the corresponding
complex space DMy (X) of functions on V. We first need a simple

Lemma 13.64. Let X be a list of m vectors in the lattice Z™. There exists an
integer R such that, for every f € DM(X) and every v € Z", f is determined
by the values that it takes in Cy, g := v+ [0, R]" NZ™.

Proof. The elements of DM (X) are quasi—polynomials, thus there exists some
k € N so that each f is a polynomial in the cosets of kZ" in Z" of some degree
< h for some h. Now a polynomial of degree h is completely determined if we
know its value on a product of n sets S; X Sy ... x S, with the property that
each S; has at least h+ 1 elements. Finally if R is large enough each coset on
kZ™ in Z" intersected with C,, r contains such a product.

Theorem 13.65. If X is a list of vectors in A, such that 0 is in the interior of
the zonotope B(X), then each function f in the space F(X) is the restriction
to A of a continuous function f with the property that, on each affine tope,
the function f lies in DMy (X).

Proof. Tt is enough to do this for a function f € F(X) since, after that, we
can translate and take linear combinations which preserve the property.

If 0 is in the interior of the zonotope, for every tope 7 we have 7 C 7— B(X).
Where 7 denotes the closure.

Now let f7 be the quasi—polynomial agreeing by the localization theorem
13.41 with f on AN (7 — B(X)).

We need to show that if 7,75 are two topes the two functions f™, f72
coincide on the intersection of the two closures.

This intersection is a rational polyhedral cone C spanning some linear sub-
space W defined over Q, and the two functions induce two quasi—polynomials
on this space.

The intersection ANW is a lattice in W. We can now apply Lemma 13.64
since it is clear that the cone C' has a non—empty interior and hence (from the
cone property) it contains sets of type C,, g for any given R.

Next we know that the two quasi-polynomials f™, f™ agree (with f) on
AN1; N1y and (having fixed uniformly the periodic parts) it is clear that
they agree on W.
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13.5 Reciprocity

13.5.1 The Reciprocity Law

Let us discuss now a simplified version of the proof of Dahmen—Micchelli of
the reciprocity law (generalizing the theorem for the Ehrhart polynomial).

Let us consider, for a given big cell £2, the function 75 € DM (X), which
coincides with the partition function on §(2| X) = (2 — B(X))N A.

Theorem 13.66.
T (a) = (1) X7 T2 (o — 2py), (13.25)
where as usual, px = %Emex z.

Proof. 1t is immediately seen that we can reduce to the case of X nondegen-
erate. Start with the simple case in which s =1, X = {a}. Here 2 = R and
T is the function on Z that is 1 on the multiples of a and zero otherwise.
This function clearly satisfies (13.25).

Passing to the general case, we have that for any y € X, X \ {y} spans V.
We proceed by induction on |X|.

Set Q) == TZ(a) — (=1)IXI=dmO)TE(_ — 2py). We need to show
that Q(«a) =

We start by showing that V,(Q) = 0 for every y € X.

Recall that V,Tx = Tx\qy3. If £2 is the unique big cell for X \ {y} con-

taining 2 it follows that V,(73#) = TX\ {y}- Moreover,

V(T (—a = 2px)) = T (—a = 2px) = T (—a = 2px + )
= -V (T (—a = 2px +y) = —T& 1 (—a — 2px\ ()

If y € X is such that 2 C C(X \ {y}), we have that
Vy(Q) () = TX\{y}( a) = (= 1)‘X|_dim<x>(—7}?\/{y}(—a —2px\{y}))

= 7}?\{7;}(01) (- )\X\{u}l dim(X\{y}) (TX\{ }( —2px\(y})) =0

by the inductive hypothesis.

If 2NnC(X\{y}) = 0, we have that V,(73) is identically zero. In
particular, V,(Q) = 0. We deduce that Q(«) is constant on the lattice A°
spanned by X. Since by definition 7}? and hence Q is 0 outside A°, in order to
prove our claim we have to show that there is an o € A° such that Q(«) = 0.

We know by Theorem 13.54 that if we take a chamber ¢ C 2 with 0 € ¢,
then for every o € 6(c| X), a # 0, we have T:%(a) = 0.

Thus it suffices to find a nonzero element o € §(c|X) N A with the
property that also —a—2px € §(c| X) \ {0}.
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Notice now that B(X) = 2px — B(X). It follows that for any vector wu,
—a—2px € u— B(X) if and only if —a € u+2px — B(X) = u+ B(X), if
and only if & € —u — B(X).

Taking u € ¢, we deduce that —a — 2px € §(c| X) if and only if we have
a€d(—c|X).

In order to complete the proof, we have shown that we only need to find
an element o € A°N§(c| X)Nd(—c| X) with a # 0, a+2px # 0. Since both
0(c] X) and 0(—c| X) clearly contain the points in the lattice in the interior
of —B(X), everything will follow from the following lemma

Lemma 13.67. (1) If for every y € X, we have (X \ {y}) =V, the interior
B(X) of B(X) contains a point in A°.
(2) For any such point o € B(X), a+ 2px # 0.

Proof. One can derive this lemma directly from the paving of the zonotope,
but we can give a direct proof.

Part (2) is trivial, since if @ € B(X), we have always a + 2px # 0.

Let us prove part (1). X contains a basis ej,...,es of V, and by our
assumption, for each ¢ = 1,...,s there is an element yi € X\ {e1,...,es}
with the property that in the expansion y; = 1 @4 5e; we have a;; ;é 0.
Thus there are distinct elements zq,...,x; € Xi {e1,...,es} and numbers
(A1,...,At) in the cube [0, 1] such that the vector v = Zle Aix; = ijl bje;
has the property that all the coordinates b; are nonzero for each j =1,...,s.
By construction, v is in B(X) as is every element v + > tje;, 0 < ¢; < 1.
Up to reordering we can assume that there is a 1 < k < s such that b; > 0
exactly for 1 < j < k (notice that, since we have a linear function that is
positive on X, k > 1).

Set w = e;+- - -+ €. We claim that w lies in the interior of B(X'). This is
equivalent to the fact that 0 lies in the interior of B(X)—w. To see this, notice
thatif 1 <14 <k, then —e; = e1+- - 4e;_1+ej1+- - ~+ep—w € B(X)—w. Also
ifk<i<s,e;=w+e;—w € B(X)—w. Finally, v = w+v—w € B(X)—w. It
follows that —eq, ..., —e€g, €xt1,...,€s,v are all in B(X)—w. Since B(X) —w
is convex, their convex hull A is also contained in B(X) — w. It is now clear
that 0 =v—3_, bje; = v+ Z§:1 bj(—ej) + 3251 (=bj)e; lies in the interior
of A so everything follows.

It is important also to understand the geometric meaning of the function
Tx (b—2px). In fact the set of solutions of >, n;a; = b—2px, n; € N, is in one-
to-one correspondence with the set of solutions of y . n;a; = b, n; € N, n; > 0.
In terms of polytopes, these last points are the integral points in the interior
of the polytope ITx(b). Thus the reciprocity law can also be interpreted as
follows

Theorem 13.68. The number of integral points contained in the interior of
a polytope TIx (b) for b € 2 equals (—1)IXI=dim(X)TE(_p).
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Proof. A point with coordinates n,, a € N, and ) .y n.a = b is in the
interior of ITx (b) if and only if n, > 0, Va (cf. Section 1.3.2). This means that
the point with coordinates n, —1, a € N, such that } .y (na—1)a = b—2px
lies in ITx (b — 2px). In other words, the number of integral points in the
interior of ITx (b) equals the number of integral points in ITx (b — 2px) that
equals T (b — 2px) by Theorem 13.52 (since 2px € B(X).

By reciprocity, this is (—1)XI=dm{X) 72 (_p),

13.6 Appendix: a Complement

13.6.1 A Basis for DM (X)

This section is not needed elsewhere in this book and can be skipped.

We are going to explain how we can get an integral basis of DM (X) from
our previous construction. For this purpose, in order to perform a correct
induction, we need to generalize it. We therefore consider, instead of a lattice
A, a finitely generated abelian group I" and a list of elements X C I'. To
these data we can associate again the space of integer-valued functions on I’
that we denote by C[I'] and its subspace DM (X) defined by the equations
Vy f =0as Y runs over the cocircuits. Here a cocircuit in X is a sublist such
that X \ Y generates a subgroup of infinite index in I i.e., of smaller rank
and that is minimal with this property.

Let I'; denote the torsion subgroup of I', A := I'/T} the associated lattice
and V := '®R = A®R. Let furthermore X denote the image of X in A C V.

We claim that DM (X) is a free Z[I}] module of rank §(X) and we are
going to construct an explicit basis.

We assume that X is totally ordered and spans a subgroup of finite index
in I

Take a basis b extracted from X. By this we mean that b is an integral
basis for a subgroup of finite index in I', or equivalently that their images in
V give a basis of V' as a vector space.

Given ¢ € X, set b, = {b € b|c < b} (in the given ordering). Define
Xp equal to the set of elements ¢ € X such that their image in V' is nonzero
and linearly dependent on the images of b.... These elements, according to
Definition 2.26 consist of the elements in b plus all the elements in X, whose
image in V is nonzero and externally active with respect to the image of b.

We have that X is a sublist of X spanning also a subgroup of finite index
in I'; therefore we have that DM (X}) is a subgroup of DM (X).

Now the reader should verify that the discussion leading to Proposition
13.28 holds in this more general case of the complete flag ¢, of rational sub-
spaces r,; generated by the images {b1,...,b;}, i = 1,...,s. We obtain the
element Q" € DM (Xy) € DM(X).
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Choose a complete set C, C A of coset representatives modulo the sub-
lattice Ap spanned by b. To every pair (b,y) with b € Bx and v € Cp, we

associate the element
Xp

Db,y

Q

X
=7, Q)
in DM (X). We can now state our next result.

Theorem 13.69. The elements Q;(fv, as b varies in Bx and v in Cy, form
a basis of DM (X). -

Proof. We shall proceed by induction on the cardinality of X, the case in
which X is empty being trivial.

First observe that if X’ is obtained from X by removing all elements of
finite order we have that DM (X) = DM (X’). The proposed basis does not
involve the elements of finite order in X, therefore, we may assume that X
does not contain any element of finite order. Let a in X be the least element.
Write X = [a, Z] and set Z to be the image of Z in I" := I'/Za.

Observe first that the kernel of V is the set of functions that are constant
on the cosets of Za inside I', and therefore we may identify ker V,, with C[I].
Moreover, we claim that under this identification, that we denote by j,, we
have ker V, N DM(X) = j,DM(Z). This is clear, since a cocircuit in Z is
the image of a cocircuit in X not containing a.

It is also clear that V, maps DM (X) to DM(Z). In fact, let T C Z be
a cocircuit in Z. Then T U {a} is a cocircuit in X. Thus Vp(V,f) = 0 if
feDM(X).

‘We now claim that the sequence

0— DM(Z) 28 DM(X) ¥ DM(Z) — 0 (13.26)

is exact.

By our previous consideration, in order to show the exacteness of (13.26),
it remains only to show that the map V, : DM (X) — DM(Z) is surjective.
This we prove by induction.

If {a} is a cocircuit, that is, if Z is degenerate, then DM (Z) = 0 and there
is nothing to prove.

Otherwise, take a basis b € Bx such that a does not lie in b. Then b € B.
Observe that Z, = X3, \ {a} and that for every v € Cy,

Qo =Va(Q,h)

bu,Y

Thus, by induction, the elements Va(Q;(f,y), as b varies in Bz and v in

Cy, form a basis of DM (Z), and the surjectivity of V, follows.

Let us now take a basis b containing a. Consider the corresponding basis
b inside Z. Take the quotient map p: I' — I'. Tt is clear that p maps Cy onto
a set Cj of representatives of the cosets of I / I ; in I'. Define an equivalence
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relation on Cj, setting v ~ ~" if p(y — ') € fl;. If we choose an element in
each equivalence class, we obtain a subset of I', which we can take as ;.

Z. -
By induction, the set of elements qu p(y)> 35 b varies in B; and v in C},
b =

is a basis of DM (Z) as a Z[I';] module. Now observe that

. Z X

Z“(Qdﬁ@p(v)) B Q%n' (13.27)
In fact, whenever one multiplies a function f = j,(g) € ker V,, by any element
0. (or by a series formed by these elements), one sees that

Se % ja(9) = ja(Op(e) * 9), Ve € I, Yg € C[I]. (13.28)

Furthermore, the elements (X, \ {a}) Nr;, ¢ > 2, map surjectively under p to
the elements of Zp@ Nr;/ry, and thus the formulas defining the two functions
on both sides of equation (13.27) coincide, factor by factor, for all steps of the
flag from formula (13.28).

At this point everything follows from the exact sequence (13.26).

Ezample 13.70. Let us analyze this basis for s—1, that is, X = (aj,...,a;,)isa
list of numbers. Let us assume that they are positive for simplicity a; € N. The
bases extracted from X are just the numbers a; and then the list Xy,,; equals
(a1,...,a;). The flags ¢ are just the trivial flag, and the function Q;i{“”
is nothing but the quasipolynomial coinciding with the partition function
TX{ai} on the positive integers. The sublattice spanned by a; is Za; and as
coset representatives we can take the numbers 0,1,...,a; — 1. So the basis is
formed by the quasipolynomials expressing the partition functions Tx (ag} and
some of their translates.
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Toric Arrangements

This chapter is devoted to the study of the periodic analogue of a hyperplane
arrangement, that we call a toric arrangement. Thus the treatment follows the
same strategy as in Chapter 8, although with several technical complications.
We shall then link this theory with that of the partition functions in a way
similar to the treatment of T'x in Chapter 9.

14.1 Some Basic Formulas

14.1.1 Laplace Transform and Partition Functions

In order to motivate the treatment of this chapter, we start by discussing the
analogue, for partition functions, of Theorem 7.6 for splines.

Let us return to the main data, a lattice A C V' of rank s and a finite list
X =(a1,...,an) of elements in A. We set U = V*, the dual over R, and get
that Uc = hom(A,C). We also fix a list g = (pt1,. .., tm) € C™ of complex
numbers, that we shall think of as a map p : X — C, so that sometimes if
a; = a we will write p, for p; (notice that if we take two distinct elements a,b
in the list X, although we could have that as elements they are equal, still it
can very well be that p, # up). Given A € A, we set

P\) = IIx(\) NN™ .= {(nl,...,nm)| iniai = \mi€ N},

=1

and define Euler-Maclaurin sums as in (12.9) (setting v; := e #i) (cf. [25],

[24]) by )
Teu = 3 e Sl 3 e

- (n)eP(N) (n)eP() i=1

We then set Ty, = Y oxea TX’&()\)(S)\. One can verify that Tx , is a
tempered distribution, supported at the points of the lattice A lying in C'(X).

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 241
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_14,
© Springer Science+Business Media, LLC 2010
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Reasoning as in Section 12.2.2, we see that the Laplace transform of Tx ,
extends to a rational function on the torus with coordinate ring C[A], which,
by abuse of notation, we still indicate with L7x ,

1
LTx, = , (14.1)
K Haex(l _ e—a—ua)
with the notable special case
1
LTx = (14.2)

HaGX(l - eia) .

14.1.2 The Coordinate Algebra

Formula (14.2) suggests that we work with the algebra

Sx := C[A] [ [Ta _e*a)*].

acX

More generally, we shall work with the algebra

Sxu = C[A] [ I1a- e—a—#a)—l]

acX

The algebra Sx , has a precise geometric meaning. As we have seen in Section
5.2.1, C[A] is the coordinate ring of the s-dimensional torus Te = Uc/A*
with A* := hom(A,27iZ). The equation [[,. (1 —e™®"#+) = 0 defines a
hypersurface D in T¢, the union of the subvarieties H, defined by the equations
e #e =1 a € X. The algebra Sx is the coordinate ring of the complement
of D in T, itself an affine variety, that we denote by Ax , or simply A.

Remark 14.1. Tt is often convenient to think of C[A] as equal to C[z!, ..., 2]
and of e* as a monomial in the x; with integer exponents.

Definition 14.2. The finite set whose elements are all the connected compo-
nents of any nonempty subvariety in T¢ of the form Hy := Nycy H, for some
Y C X will be called the (complete) toric arrangement associated to (X, u)
and denoted by Hx .. N

Remark 14.3. 1. Notice that a toric arrangement can be partially ordered by
reverse inclusion. With respect to this order the torus T¢ considered as the
empty intersection is a unique minimum element.

2. Any nonempty intersection Hy = Ngecy H, is a coset for the closed
subgroup Ky := Ngey kere® C T¢ of Tr. The connected component of Ky
through 1 is a subtorus Ty; if Hy is nonempty, the connected components of
Hy are cosets of Ty .
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In what follows, a special role will be played by the so called points of
the arrangement, i.e., the elements of the arrangement of dimension zero. We
have already encountered these points in Section 13.2.3 and denoted this set by
P,(X). Recall that, if we denote by Bx the family of subsets ¢ C {1,...,m}
such that b, := {a;|i € o} is a basis, then

Pu(X) := Usenx Tu(b,), (14.3)

where T/—L(Qo) = ﬂbega H,.

The points of the arrangement form the zero-dimensional pieces (or max-
imal elements under reverse inclusion) of the entire toric arrangement.

For any point in P,(X) we choose once and for all a representative ¢ € Uc

so that the given point equals e? and e? can be thought of as an exponential
function on V. We will denote by ]5# (X)) the corresponding set of represen-
tatives. B

For toric arrangements we can generalize the notions introduced in Section
2.1.1 for hyperplane arrangements. Given a subspace p7 of the arrangement
associated to X (where 7 is one of the tori Ty,Y C X), with p = e?, we
consider the sublist X7 of characters in a € X that take the value e*t#e =1
on pT.

A basis b relative to pT is a basis extracted from the sublist X, of the
span of X,7. For such a basis we denote by (b) the linear span and by A, the
lattice that they span. We introduce the set

R,,:{AeAA:%pbb, withogp,,<1}. (14.4)

Notice that this is a set of coset representatives of AN (b)/Ap.

The formulas we are aiming at are built starting from some basic functions.
These are analogues in the discrete case of the Laplace transforms of the
characteristic functions of the cones generated by bases extracted from X.
With b, ¢, p = e®,pT as before, set

Gpo=Gpr = Y g,

veANC(b)

Then & 4 is a tempered distribution supported on the cone C'(b) and satistying
the hypotheses of Section 12.2.2, so that its Laplace transform has an analytic
meaning.

Proposition 14.4. The Laplace transform of &, 4 equals

e(¢)

R )
‘ Q| Haeg(l _ e—a—,ua)

where
Z)\ER}, e<¢ ‘ )‘>67/\

| Ry |

e(e) (14.5)
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Proof. Notice that if v = Zb@ npb, then e2op o = e(¢1v)  Also by our choice
of Ry, see (14.4), every element in AN C(b) can be uniquely written as A + v
with A € Ry and v € A4, N C(b). Expanding, we get

Haeg(l - e—a—,ua)
- ( 3 6<¢|A>6—A) Yoo o 3 el

AER, vEARNC (D) vEANC (b)

that is the Laplace transform of &, 4, as desired.

Remark 14.5. 1. The normalization that we have chosen for the element e(¢)
will be justified in Section 14.2.3.

2. If we choose a basis for AN (b) and write the elements b; as integral
vectors in this basis, we have that |Rp| = | det(b)].

The heart of our work will consist in developing a suitable formalism that
will allow us to express in a way, similar to that of Section 9.3, the Laplace
transform of the partition function from these special elements applied to the
points of the arrangement. The result of this analysis will be presented in
formulas (14.28) and (16.4).

14.2 Basic Modules and Algebras of Operators

14.2.1 Two Algebras as Fourier Transforms

As we have already stated, our main goal in this chapter is the study of
the algebra C[A][[],cx(1 — e~ *)7!] as a periodic analogue of the algebras
Rx. In other words, we shall describe it as a module under the action of a
suitable algebra of differential operators. This we shall do in Section 14.3. As
a preliminary step we develop the algebraic tools that we shall need for this
purpose.

We shall use two noncommutative algebras that we describe directly as
algebras of operators. In particular, we want to use the translation operators
Ta, @ € A, acting on functions on A or on 4 ® R.

The definitions that we shall give are a formalization of the basic formulas
(3.3), (3.4) for the Laplace transform.

Under the Laplace transform a polynomial becomes a differential operator
with constant coefficients, while the translation 7, becomes multiplication by
e ‘.

Consider first the group algebra C[A] with basis the elements e*, a € A,
as an algebra of functions on Ug (periodic with respect to A*).

Definition 14.6. We set W (A) to be the algebra of differential operators on
Uc with coefficients the exponential functions e*, A € A.
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In order to understand the structure of W(A), let us first make explicit
some commutation relations among the generators:

D,(e*) = (u|a)e® = [Dy,e*] = (u]a)e® foruecUc, ac A (14.6)

The algebra W(/l) can be also thought of as algebra of differential operators
on the corresponding torus T¢. For this choose a basis 60y, ...,60s of A with
dual basis eq, ..., es of Uc and set x; := e%.

The operators D., = %, on the functions on T¢, coincide with xi%.
Therefore, the algebra W (A) also equals

C :L,il xil 0 0
1 » y s aaxlv ’81175

In particular, W (A) contains (in fact it is a localization) the standard Weyl
algebra W(s) = Clzy, ..., s, 8%1, R %] Recall that S[Uc] is identified with
the algebra of differential operators with constant coefficients.

Lemma 14.7. C[A] = C[z£!, ... 2FY is an irreducible module over W (A).
Additively, we have

0 0

W(A) = S[Uc] ® C[A] = C[a?l, B

]®C[9:1i1,...,z;ﬂ}.

Proof. Take a nonzero submodule N C C[A] = Clz!,...,z¥"] under the
action of W(A) and a nonzero element f € N. By multiplying f by
a suitable monomial in the x;’s, we can cancel denominators and assume
f € Clxy,...,z). Since W(A) D W(s) and Clzy,...,z,] is an irreducible
W (s)-module, we get that N D Clxy,...,2s]. But this immediately implies
that N = C[A], proving our first claim.

The commutation relations imply that we have a surjective linear map
S[Uc] ® C[A] — W(A). The proof that this is a linear isomorphism is similar
to that of the structure of the usual Weyl algebra, and is left to the reader.

The previous lemma tells us in particular that W(/l) is the algebra generated
by the two commutative algebras S[Uc], C[A] modulo the ideal generated by
the commutation relations (14.6).

The second algebra we are going to consider is the algebra W#(A) of
difference operators with polynomial coefficients on A.

This algebra is generated by S[Uc], that is now thought of as complex-
valued polynomial functions on V' and by the translation operators 7,, a € A.
Again we have the commutation relations

[u,7a] = (u|a)t, for u € Ug, a € A. (14.7)
In a way similar to the previous case we have additively

W#(A) = S[Uc] ® C[A].
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The fact that these algebras are determined by the relations (14.6) and
(14.7) tell us also that W#(A) is isomorphic to W (A) under the isomorphism
¢ defined by

d(1a) =€, d(u) = —D,, (14.8)

for a € A, uw € U. Thus, given a module M over W#(/l), we shall denote by
M the same space considered as a module over W(A ) and defined through
the isomorphism ¢! and think of it as a formal Fourier transform (similarly
when we start from a module over W(A)).

The main example we have in mind is the following.

Define Sx := C[A][[T,cx (1 — e~*)7!] to be the localization of C[A], ob-
tained by inverting dx =[], x(1 —e™?), and consider Sy as a module over
W(/l) From the previous remark we can and will thus consider Sx as the

image under the Laplace transform of a W# (A) module, that will turn out to
be a module of distributions (cf. Section 14.3.2).

Remark 14.8. Using the coordinates x; = e we can write e~ = [[7_, x;mi(az

where a = ). m;(a)f;. The algebra Sx is obtained from Clzy,...,z,] by
inverting the element [T, 2; [T,cx (1 — [T, xmb(a)).

0

For the algebra Sx we want to describe its structure as a W(A)-module by
mimicking the theory of Rx developed in Section 8.1.

This can be done, but there are some notable differences. The first is that
a list (ag,...,ax) of linearly independent elements in A in general is not part
of an integral basis for A. This is reflected in the fact that the subgroup that
is the common kernel of the characters e® is not necessarily connected. At the
level of modules, this implies that the isotypic components are not indexed by
the subgroups which are common kernels of lists of characters of X but rather
by all their connected components. This creates some technical difficulties
that make this theory more complex than the one developed for hyperplane
arrangements.

14.2.2 Some Basic Modules

We keep the notation of the previous section,

- 0 0
W) =Claft, ot 2 ]
( ) 1 s (91‘1 8(135
and extend the constructions of Section 8.1.2.
One can develop in exactly the same way as for W (s) (cf. Section 4.1.3)
a Bernstein filtration for the algebra W (A) using the degree in the operators
. The associated graded algebra gr(W(A)) is then the commutative algebra
([I[xlil7 cooxFlg 0 &), This should be thought of as the coordinate ring

of the cotangent bundle of the torus (C*)® (or more intrinsically of the torus
Te).
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For a finitely generated W (A)-module P we can then define a Bernstein fil-
tration whose associated graded module is a module over the algebra gr(W(A))
whose support is independent of the chosen filtration and is, by definition, the
characteristic variety of P, a subvariety of (C*)® x C* (or more intrinsically of

the cotangent bundle of Tt).

The algebra of Laurent polynomials is an irreducible module (by Lemma
14.7). Tts characteristic variety is (C*)* x 0.

For some k < s fix constants Q= (41, ..., pr) and consider the localized
algebra
k k
8, = Cla][ T[T - 1] = €la, ..o [ T - ) 1]
=1 i=1

A\; = e’ as a W(A)-module.

Consider first the case k = s and in S, the submodule S, ;_; generated by
all the elements that do not have all the factors 1 — A\;z; in the denominator.
Let p € Tt be the element with coordinates \; !

Theorem 14.9. The module Sﬁ/Sﬁﬁs,l is free of rank 1 over the algebra
(C[aim,...7%s] generated by the class u (modulo S, s—1) of the element

U= H?:L(l — )\ixi)_l.

As a W(A)-module S, /Sy s—1 is irreducible. It is canonically isomorphic
to the irreducible module N, generated by the Dirac distribution at p via an
isomorphism mapping @ to 6.

Its characteristic variety is the cotangent space to T at p.

Proof. Since we have that T¢ acts as a group of translations we can translate
by p~! or equivalently make a change of coordinates y; = A\;xz; and assume
that p=1,\; = 1 foreachi =1,...s. We are in fact in a special case of what
was discussed in Section 8.1.3.

For each ¢ = 1,...,s, we have (1 —z;)u € S, s_1, and hence z;u = @.
The fact that @ # 0 follows as in Proposition 8.11. Thus, by Proposition 4.4,
u generates under the algebra W(s) = Clxy,...,zs, 8%17 c s € W(A)

an irreducible module N; isomorphic to the module generated by the Dirac
distribution in 1. This proves the irreducibility of S,/S, s 1 as a W(A)-
module. -

Furthermore, Proposition 4.4 also tells us that as a module over the algebra
(C[a%l, cee 8%5], Su/ Sy s—1 is free with generator .

The conclusion on the characteristic variety is then clear.

Remark 14.10. In the module Sﬁ/S&S_l the element @ satisfies the equations
eu=e*(p)u, VaecA (14.9)

An element in S,,/S,, s—1 satisfying the previous equations is a multiple
of u. -
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In any W(A)-module P, a nonzero element satisfying (14.9) generates a
submodule isomorphic to N,,.

From now on, N, will denote the irreducible W(A) module generated by the
Dirac distribution at p.

14.2.3 Induction

As we have already explained, the theory for lattices is more complex than
that for hyperplane arrangements, essentially because a subgroup M of A
does not have in general a complement M’ with A = M & M’. This creates
some new phenomena in module theory, and we begin by analyzing the main
technical point.

Let M C A be a subgroup. We define the induction functor from W (M)-
modules to W(A)-modules. Given a W (M )-module P, set

Indf; P := C[A] ®c(u P. (14.10)

Ind4, P has a natural structure of a C[A] module.

Lemma 14.11. C[A]®cas P has a unique W (A)-module structure extending
the natural C[A] module structure and such that:

(1) On1® P the action of W (M) coincides with the given one.
(2) If O is a deriwative that is zero on C[M] then it is also zero on 1 ® P.

Proof. The previous conditions define uniquely the action of C[A] and of the
derivatives by d(a ® p) = da ® p + a ® d(p). It is easy to verify that these
actions satisfy the commutation relations defining W (A).

We have a general fact about these modules.

Proposition 14.12. If N C M C A is an inclusion of lattices and P is a
W (N)-module, then we have

Ind4, P = Ind4,Ind} P.
The functor P — Ind%, P is ezact.!

Proof. The first part is clear from the definition; as for the second, it follows
from the fact that C[A] is a free module over C[M]. We may in fact choose
as basis the elements e, where )\ runs over coset representatives of A/M.

LA functor is exact if it transforms exact sequences into exact sequences.



14.2 Basic Modules and Algebras of Operators 249

We want to apply this in particular to the W(M )-module N,. We are
going to split this discussion into two steps. Let us consider

M :={ae€ A|ImeN", mae M}.

From the theorem of elementary divisors (Section 5.2.2), it follows that we
can split A as A= M & M’ and that M has finite index in M.
The inclusions M C M C A induce surjective homomorphisms

TA L TM KMo = gy,

Let us set
K :=ker(m), G:=ker(k), T :=ker(f).

the kernel T := ker(f) is a torus with character group A/M = M’. We can
identify T(éw with a subtorus of Tt and write Te = Téw xT.

On the other hand, the kernel G C T2! of k is a finite group (the dual
of M /M, Section 5.2.1). Finally K = G x T, and thus we have a bijection
between the elements of G and the irreducible (or connected) components of
K = kerm. Given g € G, the corresponding connected component is the coset
gT.

If p € Tc and g := 7(p), we shall define

N, = Indf; (N,). (14.11)

By Proposition 14.12 we shall analyze separately the induction functors when

M splits and when it is a subgroup of finite index. We start from the case in
which M has finite index, so that M = A and K = G is finite. In this case,
we have the following theorem:

Theorem 14.13. Ind]/\]/I(Nq) ~ @pen—1(q) Np-

Proof. Let us take the two ideals J C C[M] and I = JC[A] C C[A] generated
by the same elements e® — €’(g), b € M. Then J is the ideal of the point ¢
in the torus T2, while [ is the ideal of definition of 77!(q) in T4. We have
C[M]/J = C and I = C[A]®c[as) J. It follows that a basis of C[A] over C[M]
can be chosen by lifting a linear basis of C[A]/I.

Since C[A]/I is the algebra of functions on 7~ !(g) we can decompose
ClA]/T = @per-1(q)Cxp, Where X, is the characteristic function of p. For
each p € m1(q) let us choose a representative c(p) in C[A] of x, in such a

way that
1= Z c(p).
pem—1(q)

By Proposition 14.12, we have Ind4, (P) = Pper—1(g)c(p) ® P, for any module
P.
Let us apply this to IV, and its generating element u. Write
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l@u= Z c(p) ® u.

per—1(q)

We claim that if a € A, then e%¢(p) ® u = e*(p)c(p) ® u, so that by remark
14.10, ¢(p) ® u generates a copy of N,. To see our claim, notice that we have
e%c(p) = e%(p)c(p) + h, h € J, and since hu = 0, the claim follows.

Since the different N,’s are nonisomorphic, having distinct characteris-
tic varieties, we deduce that Ind4;(NN,) contains a submodule isomorphic to
©per—1(q)Np- By construction this module contains the element 1 ® u, which

clearly generates Ind4;(N,) as a W (A)-module, so everything follows.

It is convenient to make the elements ¢(p) explicit as follows. Use exponential
notation and assume that p = e® € G, so that e?(p) = e{?!*. By Proposition
5.16, G = ker(r) is in duality with A/M. The finite-dimensional group algebra
C[A/M] is identified with the ring of functions on G.

We choose a set R of representatives in A for the cosets A/M. We now
use the basic elements of formula (14.5) and set

c(p) = e() = |[A/M|71 Y~ eIV, (14.12)
AER

Character theory tells us that the element e(¢) has the property of taking the
value 1 at the point e? and 0 on all the other points of G.

Moreover, it also tells us that Ze¢erl(q) el?lN) =0, VX # 0, in our set
of representatives.

Therefore, the elements e(¢) satisfy

> oe(d) =1 (14.13)

e?er—1(q)

Let us now consider the case in which M splits A, i.e., there exists a
(noncanonical) M’ with A = M & M'. We have then a decomposition

W(A) =~ W(M)® W(M'), C[A]~C[M]® C[M].
From this we deduce that if ¢ € Ths, we have
Ind4; (N,) ~ N, ® C[M'] (14.14)
as W (M) ® W(M') modules. The preimage 7~ (g) of ¢ under the morphism

m: T — Ty is a coset pT, the torus T being the kernel of 7, so that using
the notation of formula (14.11), ITnd4;(N,) = Np7.

Let us choose coordinates in such a way that C[M] = C[zF!, ..., '] and
CM' = (C[xﬁl, ..., 1. In these coordinates for T the variety pT is given
by the equations z; = «;, ¢ = 1,..., k, with the «; some roots of 1.

Set A :=C[:,...,-2, L, ..., aF!],

Oz’ ") Oxy’ xk-{—l? s
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Proposition 14.14. As a module over the algebra A, N, is free of rank
1, generated by an element (unique up to a constant factor) u satisfying the
equations

0
ziu=ozu, i=1,....k;, —u=0,j57=k+1,...,s. (14.15)
8,Tj
Then module Nyt is irreducible with characteristic variety the conormal bun-
dle to the coset pT.

Proof. The first part follows immediately from formula (14.14) and Theorem
14.9. For the second part, arguing as in Lemma 14.7, one easily reduces to
show the irreducibility of the W (s)-module generated by u, that was shown
in Proposition 4.4.

The part on the characteristic variety follows from part 1.

Remark 14.15. We shall use the previous proposition as follows. Whenever
we find in a module over W (A) a nonzero element @ satisfying the equations
(14.15), we can be sure that the submodule generated by w is irreducible and
isomorphic to Np7.

We pass now to the general case. Using the notation introduced above, we
easily get the following result

Proposition 14.16. Let p € Tt and q := w(p). Then
Ny == Ind4; (N,) = Ind4nd (N,) =~ Bgea Npgr- (14.16)

Each Nypg7 1s an irreducible module with characteristic variety the conor-
mal bundle to pgT, and the summands are pairwise nonisomorphic.

14.2.4 A Realization

Take k linearly independent characters b := {a1,...,ax} in A. Denote by M
the sublattice of A that they generate, K the joint kernel of the characters
e% . In what follows we are going to use the notation of the previous section.

We want to analyze next the algebra S, := C[A] [Hle(l —e % Hi) 1] aga
W (A)-module and perform the usual filtration by submodules S u,h- For each
h, S, is the submodule of fractions whose denominator contains at most h
among the factors 1 — e~*7#i. Together with S, let us also consider the
algebra -

as a W (M) module.
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Proposition 14.17. For every h we have
Sun = Indfy Ry

Proof. We apply Theorem 14.9 and the exactness of the induction functor.
It is clear that S, = C[A] ®c[ar Ryn, at least as C[A]-modules, but the
uniqueness of the module structure ensured by Lemma 14.11 implies our claim.

We are now going to study S, /S, k—1. Set ¢ € Téw equal to the element

such that e~ (q) = eti. Take p € 7~ !(g). We deduce, using the notation of
the previous section, the following corollary

Corollary 14.18. 77 (q) = pK = UgeapgT, Su/Suk—1 = SgecNpgr-

We shall need to make more explicit certain canonical generators for the sum-
mands Npg7.
From the proof of Theorem 14.13 we have our next result

Proposition 14.19. Let p € 77 '(q) and @ € C[A] be an element whose re-
striction to pK is the characteristic function of pT .

The class of ﬂ/HfZl(l —e %) in S, /Sy k-1 does not depend on the
choice of u and is characterized, up to scalar multiples, as the unique generator
of Npr satisfying equations (14.15).

Given an element % as in the previous proposition, we shall denote by
wp p7 the class of @/ Hle(l —e %) in S, /S, k-1

If p = e?, we can choose as @ the element e(¢) defined in formula (14.5),
so that the elements dy, 4 € S, defined as

dy.s = e(9) . (14.17)

b,¢ % -
[ |i:1(1 emniTH)
give representatives of the classes wy 7

As aresult, we are recovering essentially the elements introduced in Section
14.1.2 as special Laplace transforms.

14.3 The Toric Arrangement

14.3.1 The Coordinate Ring as a W (A) Module

As in Section 8.1.7, for every k < s let us consider the W(A) submodule
Sx,uk C Sx,u spanned by the elements

f
Hi(l — e_ai_ﬂi)hi ’

such that the vectors a; that appear in the denominator with positive exponent
span a subspace of dimension < k.

f e Cl4],
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We are going to describe Sx ,, as a W(A) module and deduce an expansion
into partial fractions.
We start with a very elementary remark.

Lemma 14.20. For each n > 0, the following identities hold:

s 1 nfli =" 1 n .
l—x_l—x_;x’ l—x_l—x—i_;w '

Proof. We give the proof of the first identity, the proof of the second being
completely analogous. For n = 0 there is nothing to prove. Proceeding by
induction, we have

o .Ijn_l 1 n—2 . z n—1 ; 1 n—1 .
=z = — x| = — r = — xX .
1—x 1—= (1,55 Z ) 1—x Z 11—z Z
=0 =1 1=0
As a consequence, we get the following
Lemma 14.21. Given linearly independent elements a1, ...,a; € A, integers
hi,...,hg, and constants p1, ..., ur, we have that
ezi hia; e~ Zi hipe;

k N vk — + K,
[[i= (1 —e i) [[i— (1 —e-aimr)

where K is a sum of fractions with numerator in C[A] and denominator a
product of a proper subset of the set {1 —e % Hi} =1 ... k.

Proof. In order to see this, we can first apply the previous lemma to each of

the factors

ehiai ehi(ai+ﬂi)

— e hini

1 —eai—pi 1 —e @it

with x = e~ % ~#i and then substitute.

Take a sequence b := (by, ..., by) of linearly independent elements in A and
fix a constant uy, for each b € b. Let M C A be the lattice they generate and
let M be defined as in Section 14.2.3. Choose as set of coset representatives
in M of M /M the set R, defined by (14.4).

Choose a point p = e? € T¢ with the property that e{?? = e=# for each
b € b and define e(¢) as in (14.5).

Applying Lemma 14.21 to dy,y = €(¢)/I[,c,(1 — €7 7#2) (cf. (14.17)) we
get the following result

Proposition 14.22. For given ¢ € M we have
¢y =1 Vdy g + K,

where K is a sum of fractions with numerator in C[A] and denominator a
product of a proper subset of the set {1 —e 07"} b€ b.



254 14 Toric Arrangements

Proof. We have

[ Saen ¢ M9
b

eldr ) = el®le )
) = Ry Ty e o)

Each A+c can be rewritten as )‘/+Zbeb hyb, hy, € Z where ) is the unique

element in R, congruent to A 4+ ¢ modulo M. We have

e (BINE) _ g (B1N) o= (8] Tiep hob) _ o= (61N) (Toen homo.

By Lemma 14.21,

eZbeg hyb e~ > pep Pomn

[Tpep (1 —ebmm) B [Tyep(1 — e b=0) + K
Thus
e~ (PIAFe) e o= (B1X) X ben hotn N o= Tiep homn
BoTle,(T—e2m) —  [RylTlyey (1= e o)
Al + K".

Ry (1= e07m)
As X runs over Ry, also A’ runs over Rj,. We thus obtain

6c(dbv¢) = 6<¢ le) d@@ + K

+ K”.

(14.18)

where K’ and hence K", K, are sums of terms in which not every b € b appears

in the denominators, as desired.

Take by € M, pp € C, and consider the element
e(9) dp.

(1 7671)07#0)Hbe§(1 f@*b*%) (1 7671107#0)'

Lemma 14.23. Write formula (14.18) as
(1 — e tomkoygy 4y = (1 — e (@lbo)=royg, K.
(1) If ef¢1bo)tro = 1 we have
e(¢) K

(1 — e bo=r0) T ey (1 — e r0) T (I —ebomo)2
(2) If ef®1bo)Fro £ 1 we have

e(¢)
(1 —ebo=ro) Hbeg(l —ebmm)

— (1 — e (@1b0)—ho)-1 e(¢) K

o1 —c 7o) (e b))

(14.19)

(14.20)

(14.21)
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We draw as an important conclusion a first expansion into partial fractions.

Proposition 14.24. Let (b, ...,b.) be any list of elements in A, spanning a
sublattice M and (ug, ..., p.) a list of complex numbers. The fraction

A=T[a e
=0

can be written as a linear combination of fractions with numerators in C[M]
and denominators [[;_o(1 — e~bi=HiYhi  h, > 0, with the property that the
elements b; for which h; > 0 are linearly independent.

Proof. When we encounter in the denominator of a fraction a product of
type Hfzo(l — e~ b1 with the b; linearly dependent, we have to make a
replacement so as to arrive finally at linearly independent elements. This we
do as follows. First we may assume that the elements by, ..., b, are linearly
independent. Let M be the lattice that they span, so that by € M, and
b:=(by,...,bg) is a basis for M. We may also assume that by is not dependent
on any proper subset of by,...,b;. Consider the unique point ¢ = e¥ € Ty
with e(¥1bo)+ro = 1. For each p = e? € 771(g) € T take the corresponding
e(¢). We now apply the identity (14.13) so that

1 _ e(¢)
Hf:o(l — e bimm) e¢e;1(q) Hf:o(l —ebimmi)

To each summand we can apply the previous identities (14.20), (14.21), and
obtain a sum in which only linearly independent sets appear in the denomi-
nators. Iterating this algorithm we arrive at the desired expansion.

Corollary 14.25. Sx , 1 s the sum of the Sy,,, where Y runs over all the
linearly independent sublists of X consisting of k elements.

Let b := (b1,...,bx) be a linearly independent sublist of X generating some
sublattice M and use the notation of Section 14.2.3 for K, G,T. Let

Spoyu = C[A] [Hu - e*b*ﬂb)*l]

beb

According to Corollary 14.18 and Proposition 14.19, Sy ./ Sb.uk—1 is a semisim-
ple module, the direct sum of irreducibles N,7 indexed by the elements of
p=c¢e® € T4 such that e (@1bi)—ni — 1. Each Np7 is generated by the class
wyp,p7 of the element d 4.

Proposition 14.26. Ifb:= (by,...,b) is a linearly independent sublist of X
then Sy /Sy, uk—1 maps injectively into Sx . 1/Sx puk—1-

SxX ik /SX k1 1 the sum of all the images of the spaces Sy, Sp. k-1 as
b:= (b;, ceey b;;) runs over the linearly independent sublists of X.
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Proof. The second part follows from Corollary 14.25. As for the first, we know
from Corollary 14.18 that Sp,;,/Sp,u,k—1 is a direct sum of nonisomorphic irre-
ducible modules of type N,7 with characteristic variety the conormal bundle
to pT, a subvariety of codimension k. Since Ny, is irreducible, it is enough
to prove that the image of Np7 in Sx . x/Sx k-1 is nonzero. The argument
now is identical to that we carried out in Proposition 8.11. We have that
by induction, a composition series of Sx , r—1 is formed by modules of type
Ny 7, where hT" has codimension < k— 1, hence with a characteristic variety
different from that of V,7, and so N, cannot appear in a composition series
of SXﬂchl .

Corollary 14.27. If Y C X is a sublist, we have, for all k,
Sy, N SX ke = Sy, k-

We want to apply the previous proposition to start obtaining an expansion
into partial fractions of the elements of Sx ,, and describe a composition series
for Sx - B

Definition 14.28. If p7 is an element of the arrangement, we denote by X,
the sublist of X consisting of those elements a € X such that e* = e #a on
pT.

Assume that p7 has codimension k. A maximal linearly independent list
b:=(b1,...,b;) in X,7 will be called a basis relative to pT.

If the element of the arrangement is a point p = e?, ¢ € PH(X), then X, will
sometimes be denoted by X. B

Assume that pT has codimension k. Take a basis b := (b1, ..., by) relative
to p7. As we have seen, Sy ,,/Sp . k—1 contains a component isomorphic to
Np7 whose image inside SX,ﬁ,k/SX,H,k—l we shall denote by Ny ,7. For a
given pT let us set

Fyr =Y Nopr C Sxuk/Sx ph1
b

as b runs over the bases relative to p7T .
From the previous discussion we deduce the following

Lemma 14.29. As a W(A)-module SX7H7;€/SX’H,;€_1 is semisimple, and

Sx b/ Sx pk—1 = Op1 Fpr,s

as pT runs among the elements of the arrangement of codimension k, is the
decomposition into its isotypic components.

Proof. The fact that Sx , x/Sx k-1 = ZpT E,r follows from Corollary
14.25 and Proposition 14.26. Since this is a sum of irreducible modules, the
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module Sx ,k/Sx k-1 is semisimple. Finally, each Fj7 is a sum of irre-
ducibles that are isomorphic, while for two different components p; 7T, p2T
the corresponding irreducibles are not isomorphic, having different character-
istic varieties. Thus the claim follows.

It remains to extract from the family of modules N 7 a subfamily whose sum
is direct and equal to F},7. In order to do this, define V},7 to be the subspace
of Sx u.k/Sx k-1 of all solutions of equations (14.15). By Remark 14.15 we
know that each nonzero element of V,, generates a submodule isomorphic to
Np7. On the other hand, Ny ,7 N Vp7 is the one-dimensional space spanned
by wy p7. Thus we deduce that the elements wy, 7 span V7, and reasoning
as in Corollary 4.2, in order to get a family of modules forming a direct sum
and adding to F,r, it is equivalent to extract from the elements wy 7 a basis
of V7. This is done through the theory of unbroken bases.

Take as above a basis b := (by,...,bx) relative to p7, so that pT is a
component of the variety of equations e®*#> =1 for each b € b. Let p = e?.

Assume that b is broken in X,7 by an element b. Let 1 < e < k be
the largest element such that b, b, ..., by are linearly dependent. Since p7 is
contained in the subvariety of equations e?THvi = bt =1 e < i < k, we
see that p7 is contained in a unique connected component Z of this subva-
riety. We consider a point 1) € Uc with e¥ € Z and the associated element
e(v)/ Hf:e(l — e bimHv) We have from (14.20) that

e(®) - K (14.22)

Hk? (1 _ e*bi*ﬂbi) (1 — e—b—ub)’

i=e

where K is a sum of terms in which the denominator is a product of a proper
subset of the elements (1 — e =% 7H) i=e,... k.

Lemma 14.30. e(¢)e(y)) = e(¢) +t, where t € Zle ClA](1 — e~ bimrvs),

Proof. Since pT C Z, the function e(y) equals 1 on pT, hence the function
e(¢)e()) equals 1 on pT and 0 on the other components of the variety defined
by the equations e’ *#b: =1, i =1,--- , k. Since the ideal of definition of this
variety is Zle C[A](1 — e~ % ~Hs:), the claim follows.

Thus substituting

e(¢) _e(de(y) —t (14.23)

[T (=) L (et
the element —t/ Hle(l — e7biTHoi) lies in Sx k-1, while for the term
e(p)e(y)/ Hle(l — e~ %~ we may apply formula (14.22). As a result,
we obtain modulo S X,p,k—1 & Sum of terms whose denominator is a product
(1 — e b=m) [Tiy; (1= e~bimHi) with e < j < k. Once we note that the list
(b1,...,bj—1,b,bj41,...bx) is lower than b in the lexicographic order, a simple
induction proves the following lemma
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Lemma 14.31. V1 is spanned by the elements wy ,7 as b runs over the bases
relative to pT that are unbroken in X,7.

To finish our analysis we are now going to see that these elements are
linearly independent and hence form a basis of V7.

Let us recall Theorem 10.9. Denote by L the algebra of germs of holomor-
phic functions around 0 in C® and by R the corresponding algebra of polyno-
mials. Let Z = {c1,...,cn} be a set of homogeneous linear forms (defining a
hyperplane arrangement) that span C*. The algebra Ly := L[[].c, ¢™'] can
be filtered in the same way as Rz = R[[] .., ¢'], and the map

7 Rz/RZ’571 — LZ/LZ,sfl

is an isomorphism of W (s)-modules.
The next theorem gives the final and precise structure theorem for the
composition factors of the W (A)-module Sx ;. x/Sx 1 k—1-

Theorem 14.32. Sx ,, 1/Sx k-1, decomposes as a direct sum of the modules
Ny p7 as pT runs over all components of the arrangement of codimension k
and b over the unbroken bases on pT .

For each pT, Fyr is the isotypic component of type Ny

Proof. By our previous considerations, the only thing we need to show is that
the elements wy, ,7 as b runs over the bases relative to p7 that are unbroken
in X,7 are linearly independent.

For this we are going to analyze the algebra Sx . , locally in a neighbor-

hood of a point e? € p7. As a preliminary step, since from Corollary 14.27
we can assume that X = X,r, translating by p~ !, we can also assume that
p =1 and all u;’s are equal to 0.

We want to further reduce to the case in which X spans V, i.e., T = {1}.
Let M be the sublattice spanned by X and k& = rankM.

Set Sx = C[M][[T,ex (1 — e @)"!]. We have an inclusion of Sx /Sx x—1
into Sx/Sx,_,. It follows that we can work in the space S”X/S’X’k_l that
contains the elements wy 7 for each basis b extracted from X. This clearly
gives the desired reduction.

Consider the exponential map exp : Uz — T¢. Notice that if a € A
and = € Ug, we have e~%(exp(x)) = e~ (1% so by composition, exp maps
the algebra Sx of functions on the complement of the toric arrangement to
an algebra of holomorphic functions localized at the elements 1 — e~ (1% ag
a varies in X, hence holomorphic on the complement of the corresponding
periodic hyperplane arrangement. Write 1 — e~ (! = (x| a) f(z), where f is
a holomorphic function with f(0) = 1 hence Sx maps to Lx. Furthermore, we
have that wp 1 o exp equals [],, a~'g, with g holomorphic in a neighborhood
of 0 and ¢(0) = 1. Therefore, the linear independence of the elements wy, 1 as
b runs over the unbroken bases in X reduces to the linear independence of the
elements [], ., a~!, that we have proved in Proposition 8.11.
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According to Proposition 14.16, we have that given p7T, one can choose co-
ordinates (that depend only on the torus of which p7 is a coset) so that
Nprp is a free module of rank 1 with generator wy,7 over the algebra
Ay = (C[%, . %, xfil, ...,xFY. One deduces the following partial
fraction expansion

Corollary 14.33.

Sxu= P Aprdpyr. (14.24)
PTQGNBXPT

Remark 14.34. Notice that our coordinates are chosen in such a way that dy ,1
depends only on z1,...,x,. In particular, %db,m’ =0, > k.
S b

As a special case we can discuss the top part of the filtration relative to
the points of the arrangement. We define the space of polar parts:

SPx = Sx u/SX ps—1- (14.25)

Theorem 14.35. (1) The W (A) module SPx ,, is semisimple of finite length.

(2) The isotypic components of SPx , are indexed by the points of the ar-
rangement. B

(3) Given e® € P,(X), the corresponding isotypic component F.s is the direct
sum of the irreducible modules Ny, .o generated by the classes wy oo and
indexed by the unbroken bases extracted from X o. -

(4) As a module over the ring S[Uc] of differential operators on Vi with con-
stant coefficients, Ny, .o is free of rank 1 with generator the class wy .

To simplify notation, when referring to a point e? e PM(X ) in subscripts we
shall usually write ¢ instead of e?. So FL. will be written as Fy, X0 as Xy,
and so on.

In what follows we shall often consider the case in which p; = 0 for each
i. In this case the subscript p will be omitted.

Thus we have the following canonical decomposition into isotypic compo-
nents:

SPX’ﬁ = €B¢epi(X)F¢ with  Fy = @QENBX¢ Ny.s (14.26)

14.3.2 Two Isomorphic Modules

In this section we want to consider the W# (A)-module Lx ,, generated, in the
space of tempered distributions on V, by the element Tx,,.
In analogy with Theorem 8.22, we have the following theorem:

Theorem 14.36. (1) Under the Laplace transform, Lx , is mapped isomor-
phically onto Sx . In other words, we get a canonical isomorphism of

ﬁx,ﬁ with Sx ;. as W (A)-modules.
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(2) Lx,,, is the space of tempered distributions that are linear combinations of
polynomials times Eapu, A C X a linearly independent subset, and their
translates under A.

Proof. In view of Proposition 14.4 and Corollary 14.25, everything follows
once we observe that as a W(A)-module, Sy , is generated by the element

HaGX(l — e He) L,

Remark 14.37. Equivalently Lx ,, can be thought of as a space of functions
on A. B

Theorem 14.36 tells us that we can transport our filtration on Sy, to one on
Lx. By formula (14.24), in filtration degree < k we have those distributions,
or functions, that are supported in a finite number of translates of the sets
ANC(A), where A spans a lattice of rank < k.

Notice that the fact that the Laplace transform of Lx is an algebra means
that Lx is closed under convolution. This can also be seen directly by ana-
lyzing the support of the elements in Lx. Such a support is contained in a
finite union of translates of the cone C(X).

14.3.3 A Formula for the Partition Function Tx

In this section we shall assume that p; =0 for each i =1,...,m.
Take the space of polar parts (cf. 14.25)

SPx :=8x/Sx,s-1 = Byepx)For  Fo = BvensBx, Noo-

Let us consider the element vx in SPyx, which is the class of the function
[Toex(1— e~%)~L1. Decompose it uniquely as a sum of elements vx, in Fy.
By Theorem 14.35, each one of these elements is uniquely expressed as a sum

UXy = Z qb,pWh,¢
QENBX¢

for suitable polynomials g5 4 € S[Uc]. Thus

vx = Z Z Ib, Wb, ¢ - (1427)

peP(X)bENBx

We are now ready to prove the main formula that one can effectively use
for computing the partition function 7x:

Theorem 14.38. Let {2 be a big cell, B(X) the box associated to X. For
every x € (2 — B(X),

Tx(z) = Z elele) Z \det(b)| " qp.g(—2). (14.28)

peP(X) beNBx, | 2CC(b)
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Proof. Formula (14.27), together with the fact that wp ¢ is the class of the

clement dp 4, implies that the generating function [, (1 —e™*)~! equals

the sum Z¢€p(x) Zbe/\/sx ap,¢dp,¢ + K where K € Sx 1. By Proposition
b o 10,000

14.4, dp, 4 is the Laplace transform of |det(b)|'&, 4. The function &, 4 equals
ef®1¥) on AN C(b) and is 0 elsewhere. Moreover, K is the Laplace transform
of a distribution supported on the union of a finite number of translates of
lower-dimensional cones. Under the inverse Laplace transform, applying a
polynomial differential operator qﬁ»cb(a%l’ ey 8%5) corresponds to multiplying
by qv,6(—21,...,—xs). We deduce that the right-hand side of ((14.28)), that
for fixed {2 is a quasipolynomial, coincides with the partition function on
{2 minus possibly a finite number of translates of lower-dimensional cones.
Clearly, a quasipolynomial is completely determined by the values that it
takes on such a set.

We now apply Theorem 13.52; saying that on 2 — B(X), the partition
function Tx coincides with a quasipolynomial. Therefore, formula (14.28)
expresses the partition function on 2 — B(X).

For an Euler-Maclaurin sum 7x ,(v), defined in Section 14.3.2, one can
prove the analogue to Theorem 14.38:

Theorem 14.39. Let §2 be a big cell. For any x € 2 — B(X) we have

Txulz)= Y €?® > |det(b)| qpp,u(—7).  (14.29)

$EP,(X) QGNBX¢ | 2CC(b)

Remark 14.40. (i) Asin Theorem 11.35, one can deduce from formula (14.28)
that on two different big cells, the function 7Tx is given by two different
quasipolynomials.

(ii) In the case of the Euler-Maclaurin sums, the reader should observe that
the points e? of the arrangement are not necessarily torsion points in 7¢,
so that Tx ,(x) is in general not a quasipolynomial.

14.3.4 The Generic Case

In this section we are going to analyze the situation in which the parameters
u are gemeric in the following sense. Consider, as in Section 8.1.4, the set
Bx of subsets of {1,...,m} indexing bases extracted from X = {a1,...,am}.
For each o € Bx, we let b, denote the corresponding basis. Thus b, spans
a sublattice A, := A and defines a subset T),(b,) of the set P,(X) of the

points of the arrangement, so that by (14.3), B
PE(X) = UaEBng(bg)-

Definition 14.41. The parameters p are called generic if the sets T),(b,) are
mutually disjoint. B
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Notice that the parameters are generic if and only if P,(X) consists of
8(X) = >, cn, |det(b,)| points.

Recall that linearly independent elements cy, . .., ¢, of A define a surjective
homomorphism T4 — (C*)". Its fibers are cosets of an (s — h)-dimensional
subgroup, hence finite unions of cosets of an (s — h)-dimensional subtorus.

The following easy lemmas are the key facts that allow us to understand
the generic case (recall that H, is defined by the equation e~* = e#=).

Lemma 14.42. Let aq,...,a,+1 € A be linearly independent elements and p;
parameters. If L is a component of Nj_H,,, then LN H,, ., #0.

Proof. Such a component L is a coset of some subtorus Y of the ambient
torus TCA :=Ttc. On Y, the character e®+1 takes as its values all the nonzero
complex numbers, so the same is true on L, and the claim follows.

Lemma 14.43. The parameters p are generic if and only if for any linearly
dependent sublist (c1,...,c,) C X, we have ;_; H., = 0.

Proof. The sufficiency of the condition is clear. To see its necessity, we can

clearly assume that both {ca,...,¢.} and {c1,...,¢.—1} are linearly indepen-
dent. It follows that both Z := N’_,H,, and Z' := ﬁ;;%Hci are subvarieties
of pure codimension r—1 in T¢. Since ¢, is linearly dependent on ¢y, ..., ¢ —1,

both Z and Z’ are unions of cosets of the same subtorus S of codimension
r — 1, the connected component of the identity of the kernel of all the charac-
ters e“. Since two different cosets of S are disjoint, we immediately get that
if N7_ He, is nonempty, then Z and 7' have a coset, and hence a component
L, in common. This is an element of the toric arrangement of codimension
r—1.

We can choose elements b, ..., bs in X such that {¢1,...,¢-1,0p,...,bs}
is a basis.

By the previous lemma there is a point p in T),(¢1, ..., ¢r—1,bp, ..., bs) N L.
Clearly, {co,...,¢r—1,¢r,byy ..., bs} is also a basis and

pETulcr,-- ycrbryo o bs) NTy(coy ooy, by ey bs)
a contradiction.

Corollary 14.44. Assume p generic. Let pT be an element of the arrange-
ment associated to X and p. Then X7 is a basis relative to pT . In particular,
each irreducible module in @2:1SX7E7;§/SX7&,;€_1 appears with multiplicity one.

Proof. The first part is clear from Lemma 14.43. The second then follows
from Theorem 14.32.

Remark 14.45. One can verify that the length (of a composition series) of Sx
is independent of p. Moreover, u is generic if and only if all the irreducible
factors of a composition series are nonisomorphic.
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For each minimally dependent sublist (a;,,...,a;.) C X, there is up to sign a
unique primitive relation R := Z;Zl kja;; =0, k; € Z relatively prime. Take
the torus (C*)™ of coordinates (A1, ..., ). Associated to the relation R we

get the character H;:1 )\Zj whose kernel is an (m — 1)-dimensional subtorus
Hpg. The collection of such subtori is a toric arrangement in (C*)™, and using
Lemma 14.43 we get the following result:

Proposition 14.46. The elements (\; := eti) € (C*)™ corresponding to
generic parameters y are the complement of the tori Hr as R wvaries among
the minimal relations.

Proof. Assume first that the parameters \; lie in one of the tori Hg, for a min-
imal relation ,_, kja;; =0, ie. [];_, )\Zj = 1. We claim that the intersec-
tion m§:1Hai,7. is not empty. In fact, consider the homomorphism s : Z" — A
defined by s((h1,...,hr)) = >>;_; hja;;. This map induces, by duality, a ho-
momorphism s* : Tc — (C*)” whose image is the (r—1)-dimensional torus, the
kernel of the character (Cy,...,¢.) = CF...¢kr . Therefore, the point of co-
ordinates (A, ..., ;) lies in the image of s*. Its preimage is thus nonempty
and equals nglHaij, giving our claim.
The converse is easy.

In the generic case we obtain a particularly simple expression for the func-
tion
R
— e~ 0~ Ha ’
ex (1—e )

Proposition 14.47. Assume that the parameters u are generic. Then there
are elements ¢, € C[A] for each o € Bx such that

1 Co
I a—em= 2 momemmy 049

aeX ocEBx

Proof. For each o € Bx set

D; =Dy = H(l — e iTH,
id¢o

The fact that p is generic implies that the D, generate the unit ideal of C[A].
Indeed, if X = b,, then D, = 1, and there is nothing to prove. So assume
m > s and proceed by induction on m. Set I = {u € X|X \ {u} spans V}.
Take a € I and set Y := X \ {a}.

By induction, the ideal generated by the D,’s with ¢ C By is the ideal
(1 — e~% #a) defining H,. Thus it suffices to see that NyerH, = 0. Let us
show that I is a linearly dependent set. If we assume that I is independent,
we can complete it to a basis b. But then X \ b C I, giving a contradiction.
At this point Lemma 14.43 implies that NyerH, = 0.
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Now write
1= Z c;D., ¢, €C[A]. (14.31)
TEBX
We get
1 ZUEBX co Do Co

[aex (@ —ememm)  [loex (I —emamr)

Z Hiea(l _ e—ai—m)'

oc€EBx

Set Tﬁ(bg) C lf’ﬁ(X)7 the subset corresponding to 7),(b,,). We can now expand
uniquely ¢o =347 ¢, ) €(@)ug, ugp € ClA,], and

H (1- e—a—ua)—l _ Z Z I (16(?):—(17;—“%)' (14.32)

acX cEBx ¢€Tg(ba)

For each o € By and for each ¢ € Tﬁ(bg) set ¢y := ug(e?) € C.
Lemma 14.48. In SX,H/SX%S,l,

By _ e(d)c
Z Z Hiea(]‘ - e_ai_uai) B Z Z Hieg(l — e @i Ha; )

oEBxX $€T)(b,) €8x ¢€T,(b,)

Proof. Since for a given ¢ € Tﬁ(bg), cy — ug lies in C[A,] and vanishes in e?,
it lies in the ideal of C[A,] generated by the elements 1 — e~ % "Hai 4 € g.
Thus writing

Uy = Cy + Zdi(l — e_a"'_“ai)

i€o
and substituting in (14.32) we get our claim.

It remains to compute the numbers cg4. For this we have the following
lemma:

Lemma 14.49. For each o € Bx and for each ¢ with e® € T (bs,),
cy = Dy(e?) L.

Proof. Divide (14.31) by D, and apply the definition of D, getting

o/ (L — e Hey
DA=Y Y ey el :

_ o~ @i—Ma; )"
T€BX e, (b,) Hierjq(1—e )
Notice that if 7 # o, it is clear that

HjEO'/T(l - eiajiuaj)
HiET/o(]‘ - e_ai_uai)
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vanishes at e?. On the other hand, if 7 = o but 1 # ¢, then e(¢)) vanishes at
e, while e(¢)(e?) = 1. We deduce that

Dy(e?) ™! = ug(e?) = ¢y,
as desired.

Applying Theorem 14.39 in this case we get that if {2 is a big cell and
x € 2— B(X), then

(@12

TX,g(x) = Z Z W (14.33)

oc€Bx | 2CC(b,) ¢peT,(b,)

Notice that for each v € A, the value Tx ,(v) is a polynomial in the
A; := e #i. This suggests that we can use formula (14.33) to get an expression
for Tx by first clearing denominators and then specializing the \; to 1.

Of course, this procedure is fairly complex, as we can illustrate in the
simplest case:

Ezxample 14.50. We take s = 1. In this case A = Z. We take as X the element
1 repeated m times and we consider the parameters \; = e™#J as variables.
A simple computation implies that as a function of Ay, ..., Ay, Tx,u(d) is the
sum s4(A1, ..., A\p) of all monomials of degree d. On the other hand, in this
case the unique big cell is the positive axis and formula (14.33) gives

)\m 1+d

Sa( A1,y Am ZHh# o)
Notice that the right-hand side can be written as a quotient of two antisym-
metric polynomials in which the numerator has degree m — 1+ d + (m 1).
In particular, for —m + 1 < d < 0, the degree is smaller than (’g) This
implies that the numerator is zero, since every antisymmetric polynomial is a
multiple of the Vandermonde determinant, that has degree (7;)
More generally, in the case s = 1 we can always take the a;, i =1,...,m to
be positive integers. In this case, set \; = e and for each 7, let A; 1,..., A q;
be the set of a;-th roots of A\;. The points of the arrangement are the numbers
Ai;'s, and we are in the generic case if and only if they are distinct. We have

m  a; g ontd

Teul® =33 S, =y

i=1j=1

14.3.5 Local Reciprocity Law

We want to discuss a second proof of the reciprocity law (formula (13.25))
based on the theory of modules that we have developed. This proof sheds
some light on the basic formula (14.28),
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Tx(z)= Y eolo > Ab,6(—2),

$peP(X) bENBx, | cCC(b)

proving that in fact, we have a reciprocity law for the summands of this sum.

Let us start by observing that the automorphism a — —a of A induces the
automorphism 7 of C[A] and of W (A) mapping e® + e~*, D, > —D,. Since
T(l—e %) =1—e% = —e*(1—e™ %), we get that 7 extends to an automorphism
of Sx.

Clearly 7 is compatible with the filtration by polar order and induces a
linear isomorphism of SPyx. In fact, this is even semilinear with respect to
the module structure and the same automorphism on W(A)

Geometrically, 7 gives a permutation of order two of the elements of the
toric arrangement. In particular, it permutes the points of the arrangement
mapping a point e? to the point e~?. Thus 7 permutes the isotypic compo-
nents of SPx.

Also, . .
(Il i) = CoMer = [T o=

acX acX
Apply 7 to formula (14.27) to obtain

(=) Xle™ Xaex ayy = Z Z T(qp,) 7 (Wh, ) -

$eP(X)bENBx, | 2CC(b)
The main remark is the following:
Lemma 14.51. For any point € of the arrangement,
T(wpp) = (—1)°wp, -
Proof. Recall that wy 4 is the class of

Saem, €@ 10X
[det Q)T Tl — e )

Computing, we get

2 \eRy em ¢ el (—1)re” et 2 \eRy e (7olm e

[oep(—e™) | [laep(1 =€)

When A runs through a set of coset representatives of A/Ap, so does —A. It
follows that the class of

Z}\ERb €7<7¢ ‘ 7)‘>€7/\

| det(B)[[Toep(1 —e7)

equals wy _g. This class is an eigenvector of eigenvalue 1 for e~ Za@a, and
the claim follows.
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Observe that as polynomials, 7(qp,¢)(z) = qp,¢(—2), and that multipli-
cation by e~ Zsex® = ¢72°X corresponds under the Laplace transform to
translation by —2px. Thus we obtain the following theorem:

Theorem 14.52 (Local reciprocity).
e?ap0(x) = (~D)F0eqy o (~x — 2px). (14.34)

It is clear that from this, and (14.28), one obtains formula (13.25).
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Cohomology of Toric Arrangements

In this chapter we compute the cohomology, with complex coefficients, of the
complement of a toric arrangement. A different approach is due to Looijenga
[74].

15.1 de Rham Complex

15.1.1 The Decomposition

In this chapter we are going to use the notation of the previous one. Thus we
take a real vector space V, a lattice A C V spanning V, alist X = (a1,...,am)
of vectors in A spanning A, and a list (u1,..., ) € C™. In analogy with
what we have done in Chapter 10, in this chapter we are going to explain
how the results on the structure of Sx , as a W (A)-module can be used to
compute the cohomology with real coefficients of the complement A in T¢ of
the hypersurface Dx , of equation ],y (1 —e™@7Ha).

The cohomology of A can be computed as the cohomology of the algebraic
de Rham complex (£2°,d), d being the usual de Rham differential.

The description of 2° goes as follows. Consider for each a € A the one
form dloge®. Set I' equal to the graded subalgebra of {2° generated by these

forms, for a € A. If we choose a basis {1,...,0s} of A and we set x; := %,
we can identify I" with the exterior algebra A(z;'dz1,..., 25 dxs). Notice
that for each i =1,...,s, we have x;ldxi = df; = dlog e’.

With this notation, 2° is isomorphic, as a graded algebra, to Sx,, ® I
where Sx ,, is assigned degree zero and I' is an algebra of closed differential
forms on T mapping isomorphically onto H *(Tg, C).

We can filter 2° by setting {2; = Sx ,x ® I, for k=0,...,s.

The fact that Sx ,,  is a W(A) module easily implies that the differential
d preserves {2} so we get a filtration of (£2°,d) by subcomplexes.

Proposition 15.1. For each k =1,...,s the exact sequence of complexes

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 269
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_15,
© Springer Science+Business Media, LLC 2010
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0= 1 =20 =20/, —0
splits.

Proof. Using the notation of Corollary 14.33, we get that a complement to
Sx.uk—1 in Sx uk is given by the direct sum

T ( P ApT%@) ;

pT,dim T=s—k QGNBXPT
where A, = (C[a%17 . a%k, x,fil, ..., for a choice of coordinates z; with
the property that 7 has equations x; = 1, i = 1,...,k. By Remark 14.34,
dp. 4 depends only on 1, ..., 2. This immediately implies that Ap7dpe ® I
is a subcomplex of {27, proving our claim.

Remark 15.2. Notice that the definition of A, depends on the choice of the
coordinates x;, which is quite noncanonical. Hence our splitting is also non-
canonical.

We now recall that for a space of the arrangements p7 of codimension k,
the image of @QGNBXPTApTdb}(i) in SX}H,k/SX’,L’k,l equals the isotypic com-
ponent Fy,7r. We deduce that the cohomology of the complex 25 /25, is the
direct sum of the cohomology of the complexes F,,7 ® I'. Thus the cohomol-
ogy of A can be expressed as a direct sum of local contributions coming from
each of the elements of our arrangement, the cohomologies of the complexes
Frel.

The natural I'-algebra structure on the de Rham cohomology of £2° induces
the H*(T¢,C) algebra structure on H*(A,C) determined by the inclusion
A CTg.

The I'mmodule structure on Fjr ® I" clearly induces an H*(I¢, C)-module
structure on its cohomology. If 7 has equations z; = 1, i = 1,...,k, the k
form dlog(z1)A- - -Adlog(x) depends only on T up to sign. With the notation
of Section 14.3.1, the vector space Vprdlog(x1) A --- A dlog(xy) consists of
cocycles in Fj,r ® I'. We denote its image in cohomology by ©,7.

Let us observe that if b = {by,...,bx} is a basis relative to pT, the element
wp pdlog(z1) A -+ A dlog(xy) is a nonzero constant multiple of the element
wgy(z,dbl A+ A dbg.

We give H*(T,C) ® Oy the H*(T¢, C) module structure induced by the
inclusion 7 C T¢.

Proposition 15.3. (1) There is an isomorphism of graded H*(Tc,C) mod-
ules between H*(Fpr @ I') and H*(T,C) ® Opr.

(2) The quotient map from Vyrdlog(z1) A---Adlog(xy) to Opr is an isomor-
phism.
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Proof. Choosing coordinates as in the definition of A,;, we have that the
complex Fj, - ® I' decomposes as the tensor product of two complexes,

C[xfil, N /\(dlog(wk+1), ..y dlog(zs)),

d d
[871, . a—xk]VpT/\(dlog(ml), ..., dlog(zy)).

The first complex is the de Rham complex of the torus 7. Its cohomology
is the exterior algebra A(dlog(zk41),...,dlog(zs)). The other complex is
isomorphic to the second type of complex studied in Section 10.1.1 and it
has only cohomology in dimension k that is identified isomorphically with the
image of V7. This proves both claims.

Summarizing we have proved the following theorem:
Theorem 15.4. As an H*(T¢, C)-module, H*(A, C) is isomorphic to
@B H(T.C)O,r.

PT€’HXYE

If p = €%, then Ou7 has a basis given by the classes wy 4ydby A -+ A dby, as
b={by,...bg} varies among the unbroken bases relative to pT .

Remark 15.5. Although the decomposition is noncanonical, the filtration of 2°
induces a canonical filtration in cohomology whose associated graded space is
described by the above theorem.

From the previous formula one computes easily the Poincaré polynomial
of A.

In particular, the Euler characteristic of A is given by
X(A) = Y dimV,.
pEPi(X)
15.2 The Unimodular Case

Our next task is to compute the algebra structure of cohomology. This we
shall do in the unimodular case. In this case we shall also prove formality.

15.2.1 A Basic Identity

We start with a basic formal identity:

I—Ha:i: S II= 1] -=. (15.1)

IC{1,2,...,n} i€l j¢I
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The proof is by induction on n.
We split the sum into three terms: 7 ={1,...,n—1}, T C {1,...,n—1},
and finally n € I. We get

n—1 n—1 n—1 n
H i (1 —x,) + (1 — H x;)(1 —xn) —i—gcn(l — H ,TZ) =1- Ha:i.
i=1 i=1 i=1 i=1

Formula (15.1) implies

2 (1 -TI7 )H(l—wi) L (=)

i €T
IC{1,2,...n} =171 Ger

We want to interpret this formula as an identity between certain differen-
tial forms.

Set, for i = 1,...,n, w; = dlog(l — z;), ¥; := dlogx;. Also for each
h=0,...,n,set 0 := dlog(l — H?:1 x;l H?:hﬂ xj). If we take a proper
subset I = {iy <--- < it} in {1,...,n} and let J = {j1 < -+ < jp_t} be its
complement, we can then define the n-forms:

) = (=) wi Ao Awi, A A Aty AT
and
Or = (=1)%wiy, A Awiy A, A= Ay,
with s; equal to the parity of the permutation (i1,...,%,J1,- .-, jn—t)-
Proposition 15.6. For each 0 < h < n, the n-form w; A --- A w, can be

written as a linear combination with integer coefficients of the n-forms @gh)
and Ur as I varies over the proper subsets of {1,...,n}.

Proof. We first deal with the case h = 0. In this case, computing, we get

0) _ 1] Zi 1
d = (-1 || . 15.
I (=1) { a HZL ) i)dxl ANdzxo A --- Ndzxy, (15.2)

iel
Thus our identity (15.1) can be translated into:
S ) = A Awy, (15.3)
IC{1,2,...,n}

proving our claim.
In the general case, let us observe that

-1
dlog(l —z~ ') = dlog *

= dlog(l — z) — dlogx.

x

Therefore, the substitution of z; with = Yfor i = 1,...,s corresponds in
formula (15.3) to substituting w; with w; — 1;. As a result, we get a formula
expressing wi A - -+ Aw, as a linear combination of the forms Q'iyl) and Y7 with
integral coefficients.
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15.2.2 Formality

Recall that in Definition 2.51 we have introduced the notion of unimodular
list of vectors in A.

This notion can in fact be defined, in case of a list of vectors X in a lattice
A, by either of the following equivalent conditions.

Proposition 15.7. Given a list of vectors X in A, the following are equiva-
lent:

(1) X is unimodular.

(2) Any sublist Y of X spans a direct summand in A.

(8) For any list u of complex numbers and sublist Y of X, the variety of
equation 1 —e~%He =0, a € Y, is connected.

(4) For any sublist Y of X, the variety of equation 1 —e™* =0, a €Y, is
connected.

(5) Given linearly independent elements ¢y, ...,c, in X and another element
co € X dependent on them, the linear relation cy = Zle n;c; has the
coefficients n; € {0,1,—1}.

(6) d(X) = 6(X).

(7) The two spaces D(X) and DM (X) coincide.

Proof. The proof is left to the reader.

Observe that in the unimodular case, given a linearly independent sublist
b= (b1,...,bx) in X there is a unique element p7 of Hx,, of codimension k
such that b is contained in X,7. We have a corresponding cohomology class
represented by the differential form

1

HfZl(l - e_bi_ﬂbi)dbl A - Adby. (15.4)
Notice that
ek da
A — _
dlog(l —e )= [ da = fpp—— da.

Let us start with a formal construction. Define an exterior algebra in the
following generators: a generator A, for every a € X and a generator &, for
every element y € A.

We then impose a set of relations:

(l) €X1+X2 = £X1 + §X2a for all X1, X2 S A.
(ii) Take elements x1,...,xs € A and (by,...,b;) a sublist of X. If the

elements x1,...,Xs,01, ..., b are linearly dependent, the product of the
elements &,, and Ay, is zero.

We come now to the main relations, that generalize the ones for hyper-
planes.
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(iii) Take a minimal linearly dependent sublist (bg,...,b;) of X. By the
unimodularity of X, up to reordering the elements, we may assume that
by = Z?Zl b; — Z?:thl b;. If furthermore

h

k
etbo — Heﬂbi H e_ﬂbj,

i=1 j=h+1

we take the formulas obtained in Proposition 15.6, that express the form
w1 A -+ Awyp in terms of the forms 45(1}1) and ¥y and substitute 1; with
&y, and w; with A,,. We get then a formal expression, that we impose

as a new relation.

We call H the algebra defined by the given generators modulo the relations
(i), (i), (iii).

Consider the subalgebra H in (2° generated by the 1-forms dlog x,
dlog(1l — e @ #a) with x € A, a € X. Then H clearly consists of closed
forms so that we obtain an algebra homomorphism

f:H— H*(AC).

It is also easy to verify, using Proposition 15.6, that these elements satisfy
the previous relations, so that we have an algebra homomorphism g : H — H
given by

9(Aa) :=dlog(1 —e™7H), g(&y) := dlog .

Theorem 15.8. The homomorphisms g, f are isomorphisms.

Proof. The assumption that X is unimodular implies, by an easy application
of formula (15.4) and the description of cohomology of A, that f is surjective.

The fact that g is surjective is clear from its definition. So, in order to
prove our claim, it suffices to see that fg is injective.

We apply the theory of no broken circuits. The first set of relations implies
that the subalgebra generated by the elements &, is a homomorphic image of
the exterior algebra I'. So we can consider H as a I'-module.

For a fixed component p7 we define the subspace W, C H spanned by
the monomials A\, = [],c, Aa as b runs among the bases relative to p7.

The second set of relations also implies that W,7 is annihilated by the
elements £, if the character eX is constant on p7.

Given a monomial m in the generators )\, and ¢, we define its weight
as the number of factors of m of the first type A,. Notice that the weight
of Ay € Wyt equals the codimension of p7. Then, whenever b is a broken
circuit, the relations of the third type allow us to replace it by a product of
elements with lower weight or lower in the lexicographical order. This implies
that modulo elements of smaller weight, any element in WW,7 can be written
as a linear combination of elements A, with b unbroken relative to an element
of the arrangement less than or equal to p7.

From this our claim follows immediately using Theorem 15.4.
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Remark 15.9. Our result shows in particular that in H*(A, C), the algebraic
relations between the generating forms dlog(1—e~*"#=) and dlog ¢ resemble,
but are more complicated than, the relations of Orlik—Solomon in the case of
hyperplane arrangements (cf. formula (10.3)).
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Polar Parts

In this chapter we return to the theory of Chapter 14, using all of its notation,
and complete the theory of the partition function.

16.1 From Volumes to Partition Functions

16.1.1 DM (X)) as Distributions

In order to study DM (X) as distributions, it is better to work with its com-
plexified form DM¢(X) = DM (X)® C. We apply the methods of Section 5.3
and in particular Theorem 5.29. This implies that

DMc(X) = @, pxye'? 1" Dy, (16.1)

where Dy is the space of polynomials f such that elelv) f e DM¢(X).

Recall that for any list of vectors Y, we have introduced in Definition 11.2
the differentiable Dahmen—Micchelli space D(Y'), which has also a complexi-
fied form D¢(Y)). We have the following result, [37]:

Proposition 16.1. The space Dy equals the differentiable Dahmen—Micchelli
space Dc (X)), p = €®.

Proof. We have to understand when a polynomial f is such that e{?!?) f sat-
isfies the difference equations given by the ideal Jx.

By Corollary 5.30, the function e} f satisfies the difference equation
Vyel®lv) f = 0 if and only if f satisfies the twisted difference equation
V;,¢f = [laey V.?f = 0. On polynomials, the operator V, = 1 — 7, is
nilpotent, so that

V;ﬁ =1-e¢ @ =v, + (1- 67<¢|a>)7'a

is invertible as soon as e~ (?19) £ 1.

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 277
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_16,
© Springer Science+Business Media, LLC 2010
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Thus we split X in X,,U(X\X,) and see that for a polynomial f, V{,d’f =0
if and only if Vynx, f = 0. If Y is a cocircuit of X, then Y N X, contains a
cocircuit of X,,. Thus f € DM¢(X) if and only if Vzq = 0 for all cocircuits
Z of X,,.

Next observe that if v € V, the difference operator V, and the differential
operator 0, satisfy V,, = 1,0, with T, = 176/7% . The operator T, is invertible
on the space of polynomials and commutes with all the V4. Hence Vy = ADy
where A is invertible on polynomials. The equations Vy f = 0 are equivalent
to Dy f = 0 for polynomials. Thus we obtain that e{?!?) f € DM¢(X) if and
only if f € D¢(Xp).

In particular, the contribution of the point 1 to DM¢(X) is the space of
polynomials D¢(X). In the unimodular case, DM¢(X) = D¢ (X). In general,
we also have the contribution of the other points, which will be denoted by

B(X) 1= @pep(x), pr16? " De(X). (16.2)

We want now to explain the nature of DM¢(X) as Fourier coefficients of
distributions on the compact torus T' (whose character group is A), supported
on the points of the arrangement. For this we consider the space D¢ (X) (or
D¢(X,)) as a space of polynomial differential operators on U and hence also
on T with constant (complex) coefficients.

Let us normalize the Haar measure on 7' to be of total mass 1. This allows
us to identify generalized functions on 7" and distributions on 7. Under this
identification, call DM(X) the space of distributions on T" of which DM¢(X)
gives the Fourier coefficients. By the previous analysis we are reduced to
studying the space e'? 1" D¢ (X,).

If p = e € T, the delta distribution 6, at p has as Fourier coefficients
cx = e~ (1N If p(v) is a polynomial differential operator on U we have that

(p(v)6, | e~ @IVY = (5, | p(—v)e™ (@ I1V) = p(A)e= @1V,
We deduce the following statement:

Proposition 16.2. W(X) 1s the direct sum of the spaces of distributions
D¢ (X,)0, forp e P(X).

In particular, we see that 5]\\4[()() is supported on the finite set P(X).

16.1.2 Polar Parts

Let us denote by E¢ the algebra of germs of holomorphic functions around the
point e? € T¢ and by L, the algebra of germs of holomorphic functions around
the point ¢ € Ug. Denote also by W¢ the algebra of differential operators (on
Lg) with coefficients in Ly. Similarly, for W.

Set Lx.¢ 1= Lo[[Taex (1~ e )] and Ry, := Ly[[Toex, (@~ {al¢) "),
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The map = — e® induces an isomorphism between the algebras f«b and
Ly and between the algebras W¢ and Ws.

Under this isomorphism, given a € X, the function 1 — e~ is an invertible
element of L, unless a € Xy. In this case, (1—e™|z) = (a|x— @) F,(x) with
Fu(¢) = 1. Thus we deduce an isomorphism between Ly 4 and Rx,, com-

patible with the action of the isomorphic algebras W¢ and Wy and preserving
the filtration by polar order.
We have an induced isomorphism of modules of polar parts:

k¢ : £X7¢/£X7¢,5_1 — RX¢/RX¢,5—1~

For every a € X set p, := —(a|¢) and consider the algebra Ry, ,. By an
obvious extension of Theorem 10.9, the map: a

Ry, u/(Rx,u)s—1 — Rx,/(Rx,)s—1

is also an isomorphism of W (V')-modules, where W (V') C Wj.
Now, restricting to a neighborhood of ¢, we have the inclusion Sx C Lx 4.
So when we compose with the previous isomorphisms, we obtain a map

Yo 0 Sx/Sx,5-1 = Bxyu/(Rxyu)s—1-
In RX¢,&/(RX¢,E)3—1 let us take the elements
1
w= | ara)
We have the following result:

Proposition 16.3. For every ¢ € ]5(X) and for every basis b extracted from
Xy,

Up Zf¢:¢7
0 if ¥ #o.

Proof. To prove the proposition we need to study the expansion of dp (e”)
around ¢. We get

Yo (Wge’/’ ) = {

- [Lﬁgl—efmuﬂﬁnw) Hm1®|$—¢>

where F'(z) is holomorphic around ¢.

If 9 = ¢ and b is an unbroken basis extracted from Xy, we claim that
F(¢) = 1. In fact, e(¢)(e”) is holomorphic and at = ¢ takes the value 1,
while for each factor of the denominator we use the power series expansion
l—et=t1—-t/2+4...).

In the case 1 # ¢ the denominator is holomorphic around ¢, while by the
definition of e(t), the numerator vanishes at ¢.
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With the notation of formula (14.26), we get the following corollary:

Corollary 16.4. v4 factors through the projection onto the isotypic compo-
nent Fy and induces an isomorphism

j¢ : F¢ — Ranﬁ/(RX(bvﬁ)s_l
of S[Uc]-modules.

Proof. It is clear that 7, is a module map with respect to the algebra S[Uc] of
differential operators with constant coefficients, and the two modules are free
over this algebra. By the previous proposition 74 maps the basis elements in
the isotypic components F, ¥ # 0, to 0 and those of Fy to basis elements of

RX¢7H/(RX¢,H)S—1'

We need now to compare the action of C[A] on Fj, with that of S[V] on
Rx, ./(Rx, u)s—1 under the map js. For this, observe that the elements
v — (v|¢) with v € V are locally nilpotent on Rx, ,./(Rx,..)s—1, while by
Remark 14.10, the elements 1 — e~} are locally nilpotent on Fy. Thus
these two actions extend to the completion of S[V] at the maximal ideal at
the point ¢ and the completion of C[A] at the maximal ideal at the point p.
Furthermore, reasoning as in Proposition 5.23, we get an isomorphism between
the two completions that is compatible with the module isomorphism.

16.1.3 A Realization of C[A]/Jx

Let us take the decomposition given by formula (14.26), SPx = Byepx)Fo
into isotypic components of SPx considered as a W(/l)—module.
The element vx, which is the class in SPx of the generating function
[Toex (1 —e @ #e)~1 decomposes into a sum of local elements vy, € Fy.
We consider next the C[A]-submodules Qx and Qx, generated in SPx by
vx and vy, respectively. We can now apply Proposition 16.1 and Corollary
16.4 in order to reduce the computation to Theorem 11.20.

Theorem 16.5. The annihilator of vx is the ideal Jx. So we get that the
C[A]-modules Qx and C[A]/Jx are isomorphic.

More generally, we obtain a canonical commutative diagram of isomor-
phisms, compatible with all the identifications made:

ClA]/Tx —— Dyepix)Ax,

j g

Qx — @¢615(X)QX¢
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Proof. The map jy maps [[,c¢(1—e"%)7] to [Lex,(a—(al #)) "L F, where
F isnonzero at ¢. This implies that the ideal in the completion of C[A] annihi-
lating v, is identified with the annihilator of the class of [[,¢ x, (a—(a| #)) !

in the completion of S[V]. Since all these ideals are of finite codimension, we
get the desired isomorphism.

Remark 16.6. This theorem can be considered as a dual version of formula
(16.1) and Proposition 16.1.

16.1.4 A Residue Formula

In this section, using the exponential map, we think of the elements of Sx
as periodic meromorphic functions on Uc with poles on the corresponding
periodic family of hyperplanes. By formula (14.27) and Corollary 16.4, we
can put together the isomorphisms j, as e® runs among the points of the
arrangement and get an isomorphism of S[Ug]-modules

J 1 SPx = @, pix) Enenns, SlU) | [(a— (al o)) 7).
a€b

By Proposition 16.3, the image under j of the class vx of [],c (1 —e™®)!
decomposes as the sum over ¢ of

Jevx,) = Y Weilwne) = > qu¢( )@

QGNBX¢ bGNBX

We have the periodic analogue of (10.10):
Theorem 16.7.

o(12)
., (=4) = det(b)res@vqﬁ(l'[ (1= @l ¢>)>' (16:3)
acX

Proof. We apply Theorem 10.11, translating ¢ into 0, and setting h equal to
the germ of [T,c (1 —e™*)~! around ¢ for each ¢.

Summarizing: formulas (10.10) and (16.3), together with the local com-
putation of residues, provide us with another effective algorithm to compute
the functions that we have been studying. Theorem 14.38 becomes:

Theorem 16.8. Let 2 be a big cell, B(X) the box associated to X. For every
x € 2 — B(X),

(z]2)
Tx(z) = Z elolz) Z resb,¢<Ha€X(1_ee—<a\z>—<a|¢>))'

pEP(X) beNBx, | 2CC(b)

(16.4)
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It remains to discuss a last algorithmic point. In order to compute the Jeffrey—
Kirwan residue, at a given point v € C(A), it is necessary to determine a big
cell 2 for which v € (2.

In general, the determination of the big cells is a very complex problem,
but for our computations much less is needed.

Take a point ¢ internal to C(A) and not lying on any hyperplane generated
by n—1 vectors of X. This is not difficult to do. Consider the segment quv. This
segment intersects these hyperplanes in a finite number of points, and thus
we can determine an e sufficiently small for which all the points tp + (1 — t)g,
with 0 < ¢ < ¢, are regular. If we take one of these points qq, it lies in a big
cell for which p is in the closure.

At this point, for every unbroken basis, we must verify whether ¢q lies in
the cone generated by the basis.

16.1.5 The Operator Formula

Here we discuss a formula by Brion—Vergne [27] (see also Guillemin [59]) using
our machinery.

We want to analyze the action of multiplication by 1 —e™® on Fy. If
a ¢ Xg, then @l £ 1 and (1 —e~?) is invertible in the algebra of germs,
so it gives an invertible operator on Fj.

If a € Xy, we have that the function

1—e™?
a—{al9)
takes the value 1 at ¢. Thus it is invertible in L4. We set

_ 1 a—{(al9)
Q=1 —= Il ——

a¢ Xy acXy

This gives by multiplication an invertible operator on Fy; hence via jg, it also
gives an invertible operator on 1. We deduce

Proposition 16.9. Let
7 Byepx)Fo = Dgepx)To
denote the isomorphism j of coordinates js. Then
i(TTa=e) = > @ [Ja-t@lap™  (65)
a€Xx peP(X)  a€Xy
Proof. In Rx 4 we have the obvious identity

B a—{al®) 1
-l = 1 ey

aceX a¢Xe ac€Xy
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where each factor of the function

1 a— (a
H 1—e @ H 1—<elf>

at Xy a€Xy

takes a nonzero value at ¢ (so it is a germ of an invertible holomorphic function
at ¢). So everything follows.

Using Theorem 9.5 we deduce that the class of 1/Han¢ (a — {a|®)) equals
ZQENBxd) Pb,x,up. Equating terms we have

b, X, Ub = QgPb,x, U (16.6)

We want to transform the previous identity into a formula expressing qp x, -

—

Lemma 16.10. Let S[V] be the completion of S[V] at the point ¢. We have
that S[V] acts as differential operators on the space e®S[Uc].

Proof. Clearly, S[V] acts on this space by differential operators. The elements
in the maximal ideal of ¢ are locally nilpotent, so this action extends to an

action on S[V].

Notice that since for every v € V' we have vup = (v|@)up, the module gen-
erated by u; is isomorphic to the module Ny over an algebra of differential
operators on Uc mapping u, to the delta function at ¢.

Its Fourier transform is isomorphic to the module of functions generated
by e?. Applying this to (16.6) we have

db.x,e” = Qobu x, e = Qulpy,x, (—7)e?). (16.7)

Where recall that py x, = pp,x,(—2) and Qy is a differential operator applied
to the function pb,x(p(—a:)e‘i’. Now on the module of functions pe® with p a
polynomial, the element Q¢ acts as a differential operator of finite order on
each function.

Substituting in formula (14.27), we deduce the final general operator for-
mula (16.8) for z € AN 2 — B(X):

Theorem 16.11. Given a point x € AN 2 — B(X), we have

Tx(@)= Y Qg(e™ > | det(b)] 'p,x, (—2)). (16.8)

pEP(X) beENBx, | 2CC(b)

Proof. Identifying functions on A with distributions supported on A, we know
that T is the inverse Laplace transform of ], v t—=. From formula (14.27)
we have that

11 1_16—(1 = > D dede+L

aeX ¢,e}5(X)b€NBx¢
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where L is in lower filtration and its inverse Laplace transform is supported
in a finite union of cones of dimension < s (Theorem 14.36). Thus let us first
concentrate on the first part of the sum. We know by Proposition 14.4 that
| det(b)|dp, ¢ is the Laplace transform of &, 4, which coincides with the function
e® on the points of AU C(b) and it is 0 elsewhere. Therefore, possibly outside
some set of dimension < s, we have that on 2N A

Y el = S qua(—a)ello),

¢€]5(X) QENBX¢ ¢€P X) bENBXd)

We now substitute for ﬁb7¢(x)e<¢ |%) its expression given by Formula 16.7 and
finally obtain our desired formula up to the terms given by L. Now we use the
fact that we know already that on 22— B(X) the function Tx (z) is a quasipoly-
nomial. The right hand side of Formula (16.8) is already a quasipolynomial
and hence we must have that Formula (16.8) holds on {2 — B(X) uncondition-
ally.

Observe that this expresses the partition function as a sum distributed over
the points ¢ € P(X). The contribution of each ¢ is obtained by applying
a differential operator to the local multivariate splines for the corresponding
lists Xy4. Let C™8(X) be the set of strongly regular points of C'(X).

Theorem 16.12. On the intersection of A with the open set of strongly reg-
ular points we have

> QuTx,.. (16.9)

peP(X)
Proof. The explicit formula is a consequence of formula (16.5) plus the previ-

ous discussion.

16.1.6 Local Reciprocity

Finally, let us give a third proof of the reciprocity (13.25) and (14.34) based
on formula (16.8), that is, the connection between volumes and the partition
function. Take one of the terms gy 4(—2) := Qy (e!?!®)py x, (—2)) with

A 1 Da - <¢ ‘ a>
Qo = H 1—eDa H 1—eDa
a¢X¢ acXy
and compute qp (), that is (with 7 as in (14.34))
Gb.0(2) = 7(Q) (¢ “Pr.x, ()

We have, since X4 = X_4 and py, x, () is homogeneous of degree [Xy| — s,
that P, X, (l’) = (71)|X"’|7Spbvxi¢(fiﬂ). Now
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5 _ H 1 —Dy+ (¢ a)

1—ePa 1—ePa
afXe acXy

_ 1 D, — (~¢]a)
— (_XI+H Xl =X aex Da a
= (~)FRelem Xoex o T o——- [ =15,

afXe acXy

\]
—
)
N
|

= (=1)X Xl 2aex D“@ﬂﬁ-
Since for any function f

e~ Zaex Da () = f(x—Za)zf(x—QpX)7

a€X

we deduce that

dbe(2) = (—1)
(1) =5 Z“EX “Q g€ ¢Pbx (=)
=(—1)'X‘_3€_Z“€XD“6 “qp,—o(—2)
(1)

e qy—o(—2 — 2px)

as desired.

16.2 Roots of Unity

16.2.1 Dedekind Sums

We now make a further remark about the computations. Clearly the partition
function is integer-valued, while the expressions we found involve roots of 1.
This has to be dealt with as follows. The points of finite order of T correspond
to the homomorphisms of A to C* whose image is in the group of roots of
1. Thus we get an action of the Galois group I" of the maximal cyclotomic
extension of Q on these points. This action preserves P(X), and clearly X,
is constant on an orbit of the Galois group. Thus we decompose P(X) into
I'-orbits, and for each such orbit O we set X¢p 1= X, e? € 0. The characters
e?, ¢ € O have all the same kernel that we denote by Ap. A/Ap is a cyclic
group of order n, the order of e?. Then O consists of the ¢(n) (Euler’s ¢
function) injective maps of A/Aep into the group of roots of 1.
Each orbit contributes to (16.8) with the term

S Qu(e“ Y (et Mhxe(-a).  (16.10)

e?eO bENBx, | 2CC(b)
We can compute using the fact that

(Dy — (] a>)6<¢|w> =el®p, .
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so that

5. o(#]2) (¢12) Da
> Quel? = | 3T el T < _Da o) II =% (61
e?cO e?eO a%Xo a€Xo

The operator

~ - 1
QO = ZE«M ) H m (1612)

peO a¢Xo

can be viewed as a trace. For each e? € O, e{?1%) is constant on a fixed coset
of Ap in A. Thus on each such coset the expression (16.12) gives a differential
operator with constant coefficients, which, being invariant under the Galois
group, are rational numbers. Let us give an algorithm to compute Qo. Set

o (=0)*

Elt)y:=et-1= Z o

k=1 ’

A simple manipulation gives
1 -1 X e—{pla) .
= (1Ll - J
1 —e—Da—(¢]a) 7(1 c ) ZO<1_6—<¢IL1)> E(Da)’.
=

Denote by by, ..., b, the elements of X \ Xo. When we develop the product,
in a term of (16.12), we get terms of type

E(Dy, )" E(Dy, )2 - - E(Dy, )"
multiplied by the coefficient
r —(&]bn)
o — P L e VA
G (@)1= JL( = 01 (s

Then (16.11) is a sum of terms

D,

.Z. $0(j1,- -, jr)[2]E(Dy, ' E(Dy, )2 .. E(Dy, )" ] T
J1sesdr aceXo
where so(Jj1, - . ., jr)[2] equals
(@ 2=, jibi)
@O, (p) = © (16.13)
€ ey Ir e . .

Pick once and for all e € @ and assume that @ consists of elements of order
n. Let ¢, := e . We have, for each x € A, there is h and ny with

eltolmr = ch o e=@olb) = ¢k 0 <h<n, 0<ng<n, Yk,
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so that
(¢]) ih G
doelne, = > G H e (16.14)
e?ecO 0<i<n, (i,n)=1

This expression, which a function of x, through the number h, is the trace
kIk

from Q(¢,) to Q of the element ¢ [])_, OC"W It thus takes rational

values that are constant on each coset of Ap in A. It can be computed
by suitable computations in the cyclotomic field Q({,). We will give some
examples of these computations in the next section, when we treat in detail
the 1-dimensional case.

Expressions of this type are known as generalized Dedekind sums.

We can go one step further, calling a sublist A C X saturated if it is of the
form A = X for some orbit O.

Then for such A define Py := [Toca Da/(1 — e P=) and Qa =30 Qo
as O varies over the orbits such that Xpo = A. Then we see that formula
(16.9) can be rewritten as a formula computing the partition function from
the multivariate splines:

Tx= Y. QaPa(Tn). (16.15)
ACX,
A saturated

16.3 Back to Decomposing Integers

16.3.1 Universal Formulas

In order to use formula (16.15) for computations, we proceed in various steps.

(i) First of all, we determine the saturated sets A and the multivariate
splines T'y.
(ii) Secondly, if A is a saturated set, we determine the Galois orbits O in
P(X) such that Xp = A.
(iii) If A has k elements, T4 is a polynomial of degree k —s. So we then need
to compute the differential operator of infinite order Q 4 P4 up to degree
k — s. This is done by the method explained in the previous section.

We want to analyze this strategy in the case of numbers, that is, when s = 1

and X = (aq,...,a,) is a sequence of m positive integers.
In this case the points of the arrangement are all the primitive d-th roots
of 1, as d varies among the set Dx of divisors of the numbers a1, ..., apn.

Let us also denote by f)x the elements of Dx that are greatest common
divisors of sublists of X.

Orbits under the Galois group are indexed by Dx. Given k € Dy, the
corresponding orbit consists of the k-th primitive roots of 1. A sublist A of
X is saturated if and only if it is of the form
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Ag = {a;|d divides a;, d € @X}

In other words, given a sublist A of X, set d(A) equal to the greatest common
divisor of the elements of A. Then A is saturated if and only if every element
of X \ A is not a multiple of d(A).

Given a saturated list A and a := d(A), let us then write the elements in
A in the form ae;,i = 1,...,p. Also, for any 0 < h < a let ¢;, be the number
of elements in X \ A that are congruent to » modulo a.

We have already seen how to write the coefficients of the expansion

~ > &

To show the type of computations one has to perform, let us compute Cp. Set
X\ A=1{b,...,b.}. Let us use (16.14) and the definition of Q4. A root of
1, ¢ is such that X = A if and only if it belongs to the set

OX ={C|¢ =1, ¥ #1,Vi=1,...,r},

and therefore

Coi=0z(br,... . bysa) = > T (16.16)

(eox

where x varies among the cosets modulo A so that Cy is a degree zero
quasipolynomial.

The expression o, (by,...,b.;a) is called a generalized Dedekind sum.! If
x = 0, we shall write o(b,...,b,;a) instead of oo(by,...,b;a). If a =1 then
by definition, o, (b1,...,b,;1) =0.

Turning to Py, we see that

~ D, P €0 dt I
PA—HW—Hl e ZB 61,..., ) d? (1617)
acA =1
The elements Bj(e,...,e,) are universal symmetric polynomials in the e;’s
involving Bernoulli numbers. As an example, set s; := s;(e1,...,e,) equal to

the i-th elementary symmetric function in the e;’s. That is

p p
[[a+et)=> siler,...,en)t? (16.18)
i=1 §=0
Then )
S1 571 + S92 5152
By=1, Bi=—, By = B3y = —=.
0 ) 1 2 ) 2 12 ) 3 2

We deduce the existence of universal formulas for the quasipolynomials
describing the solution to decomposing integers. In the next two sections we
shall work out a number of examples in special situations.

"We find it useful to sum over primitive roots when defining Dedekind sums
rather than follow the classical definition [14].



16.3 Back to Decomposing Integers 289
16.3.2 Some Explicit Formulas

Let us develop a special case, the one in which the numbers a; are pairwise
coprime.

Given k € Dx, the corresponding orbit consists of all primitive k-th roots
of 1. As for X, we have that if kK = 1, then Xp = X. If £ > 1 and a; is the
only element in X divisible by k, then Xo = {a;}. So the saturated sets are
X and the {a;},i=1,...,m. Since Qx =1 let us now compute

QaiyPraiyTia,y-

Here T,y is the constant a;l. It follows that we only need to compute the
constant term of Q{ai}P{ai}. ‘We note that 15{&1.} has constant term 1. Finally,
by (16.16), one immediately computes the constant term of Q{ai}, getting

a;—1

1 v
Z Q”Hﬁ =0(a1, -y Ay e A Q) (16.19)

h=1 i L= Cas

It remains to discuss the contribution coming from 1. In this case (cf. (9.1)),
Tx(t) =t™1/(m — 1)!T]; a;. Thus we obtain, by formula (16.17), the poly-
nomial with rational coefficients

m— 1 )tmijil

Z o,
(m— ]_1)'1_[ a;

Jj=

(16.20)

Now recall that Ty is a quasipolynomial relative to the subgroup of mul-
tiples of M := []/", a;. Applying our formulas, we get

)tm—j—l

_"LZ:l ala"'v +§:Ut(@l,---,éi,-.-,am;ai) (1621)
B (m—j—1a a; ' '

i=1

k)

As an application we get a reciprocity law for generalized Dedekind sums as
follows. The equation Y ., a;z; = 0,z; > 0, has as unique solution (0, ...,0);
hence Tx (0) = 1. Computing, with the above method, we get

By — 1(a1,..., +ioa1,.. az,...,am;ai):1 (16.22)
ay - a; ’ '

Using the fact that Tx(t) = 0,—> ", a; < t < 0 we have also other
reciprocity laws, which determine the partition function on these cosets.

A related problem that has been extensively studied is the following. Con-
sider in R™ the simplex with vertices (0,...,0,;,0,...,0) with a; a positive
integer for each ¢ = 1,...,n and the origin 0. We want to count the number
of integer points in this simplex.
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A point with coordinates z; is in this simplex if and only if

n
=1

Multiply by the least common multiple m of the «; and set a; := m/a;. We
then have that the integral points in this simplex are in one-to-one correspon-
dence with the nonnegative integer solutions (z1,...,Z,,w) of

8]

Q

<1, x>0, Vi
%

n
Zaixﬂrw =m, a; >0, ged(as,...,a,) =1
i=1

Thus we have reduced this question to a computation involving the partition
function Tx (t) with s = 1, the list X being (aq,...,an, 1) and the a; coprime.
In fact we need only the polynomial coinciding with 7x (¢) on the multiples
of all the a;.

In this case, in principle, the formulas we have developed allow us to com-
pute the quasipolynomial Tx (t) for all choices of the a;’s. However, explicit
computations have been performed only for n < 3.

For n = 2 let us denote by a, b the two elements ay,as. Since a,b, and 1
are mutually coprime, we can apply formula(16.21):

Te(t) = i+(a+b+ 1)t+a2 +b2+1 ab+a+b+0t(b,1;a)+0t(a,1;b).
2ab 2ab 12ab 4ab a b

As for the reciprocity law, we get setting ¢t = 0

2 32
+b+1 b+a+b b, 1; )
a ab+a +o( a)+0(a )

1= 12ab 4ab a b ’

which is a form of the classical reciprocity for Dedekind sums.

Finally, using Theorem 13.54, we have similar formulas for any ¢ with
—a—b—1<t<0. In fact Tx(t) is zero at these integers, and we get the
identity

_i_(a—i—b—i—l) +a2+b2+1 ab+a+b+at(b71;a)+0t(a,1;b)
~ 2ab 2ab 12ab 4dab a b

at any such integer.

This allows us to compute simply the term o4+(b, 1;a)/a+ o+(a, 1;b)/b, and
thus determine the polynomial expressing Tx on any residue class modulo ab
having a representative ¢ with —a—b < ¢ < 0. To get the terms o¢(b, 1;a)/a+
ot(a,1;b)/b, in the general case, we can use formula (12.3) that tells us that
the quasipolynomial F expressing Tx for t > —1 — a — b satisfies the Euler
relation

VxF(z)=F(z)—F(x —a)— Flx —b)+ F(x —a—1b) =0.
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Let us now pass to the case n = 3. Denote by a,b,c the three coprime
elements aj,as,as3. Let M be the least common multiple of a,b, ¢ and p(t)
the polynomial coinciding with 7Tx on the nonnegative multiples of M. We
concentrate our analysis on computing p(t). We have that p(0) = 1 and
the leading term of p(t) is easily seen to be t3/6abc. So, we only need to
compute the two coefficients of ¢,#2. We thus write explicitly only the parts
that contribute to these coefficients.

The points of the arrangement are the divisors of the three numbers a, b, c.
Since a, b, c are not necessarily pairwise coprime, the methods we have already
developed have to be slightly modified.

For the point 1 we can apply directly the expansion of Px. We get, with
s; = si(a,b,¢,1),

B 3s1 s2 4+ 59, 5182
143 2 1

A Ry t+ =2
(6s4)7{ 5 5 + 57

Since any three elements among a,b,c,1 have greatest common divisor
equal to one, we see that saturated sets different from X have cardinality
either 1 or 2. In particular, they do not contribute the coefficient of ¢2 in p(t).
We now have to compute the contributions to the coefficient of t. A saturated
subset can give a contribution if it consists of two not coprime elements. So
we have the three possibilities

{b’ C}’ {a" C}’ {a7 b}'

Let us analyze {b,c} so Ty = t/bc. Set A = gcd(b,c) and assume
A # 1. Applying formula (16.16), we get that the contribution of {b,c}
to the coefficient of ¢ is given by o(a, 1; A)/be. Similarly, if B = ged(a, ¢) and
C = ged(a, b), the corresponding contributions are given by o (b, 1; B)/ac and
o(e,1;C)/ab. We deduce that

t+1.

1 351 o 87+ 89 o(a,1;A) o(b,1;B) o(c1;0)

t) = —{t3 “t t} {

p(t) 654 + 2 + 2 * be + ac + ab
As for n = 2, one could perform a direct computation of the constant

term of p(¢). This computation would involve several Dedekind sums. The

very complicated expression adding to 1, could be considered as a generalized

reciprocity formula for Dedekind sums.

16.3.3 Computing Dedekind Sums

In this section we want to make a few remarks on how one could actually
compute the sum of terms

¢ 11 ﬁ (16.23)

J
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where ¢ runs over the primitive k-th roots of 1. This is a computation inside
the cyclotomic field Q(x), with ¢y := €2™/* giving rise to a rational number.
In fact, such a sum is the trace tr2) of each of its terms. These are standard
facts of arithmetic, that we recall for completeness.

Short of having enough reciprocity laws allowing us to simplify the expres-
sion, the standard way to proceed is in two steps. First one has to clear the
denominator and obtain an expression of type b = Zf:(]g)fl C; C,i, and then one
has to compute trQ ( ) = Z‘WQ c-tr((,i).

The element ¢} is a primitive root of 1 of order t = k/(k,i). The value of
tr(¢}) equals tr(¢:). We have

trg Y (¢) = [Q(G) : QUG (&) = j((’;)tr%“”«t).
Where ¢(k) = [Q(¢x) : Q] is Euler’s function. As for tr%(m({t), it equals
—a(t), where a(t) is the second coeflicient of the cyclotomic polynomial ¢;(z)
of degree t.
In order to compute a(t), consider the identity [];, ¢4(z) = 2™ — 1. We
deduce that if n > 1, we have 3, a(d) = 0.

Proposition 16.13. —a(t) coincides with the classical Mobius function pu(t):

0 if t s divisible by a square of a prime,
w(t) = (=1 ift s a product of h distinct primes,
1.

Proof. ¢1(x) =2z —1s0a(l) =—1.

First, for a prime p we have a(p) + a(1) = 0, hence a(p) = 1. Assume that
n= ]_[Z}.L:1 p; is a product of distinct primes. For a divisor d that is a product
of k < h primes, we have by induction —a(d) = (—1)*; thus we have

k—1
=X () =0
7=0
Since (1+ (—1))F = Y5 (5)(=1)7 = 0, we have that —a(n) = (~1)*.

Next assume that n = p* is a prime power. By induction a(p’) = 0 if
1 <i<k,soa(p®)+a(p)+a(l) =0 implies a(p*) = 0.

In the case n = [[, p;"*, where at least one n; is grater than 1, by induction,
for all proper divisors d that contain a square of a prime we have a(d) = 0.
The remaining divisors are divisors of []; p;, so that > ;| 17,, a(d) = 0. Then

a(n) + > 4/ 1p; @(d) = 0 implies a(n) = 0.

As for clearing a denominator [[;(1 — (%), observe that the elements
¢~% are primitive h-th roots of 1 for numbers h |k, h > 1.
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Let us denote by G := {n1,...,m¢(n)} the primitive h-th roots of 1. We
have for some positive integers 0 < ny,;, 1 <7 < ¢(h) determined by the list
a;, that

o(h)
[Ta-¢== T TTa-mr
J 1<h|k i=1

In other words, each primitive h-th root of 1 may appear with some
multiplicity depending on the list of numbers a;. Let nj := max(nyp ), for
i=1,...,¢(h). We can write

d)(h) np—n i
1 jal 1 .\ —Thi
11 _ han e 1T ) . (16.24)

1=¢m [Licnn Hz 1 (1 = ;)"

Once this is done, we easily compute the denominator of formula (16.24), and
we obtain a positive integer.

In fact, H¢(h)(1 —1);) is the norm of each of its factors in the cyclotomic
field of h- th roots of 1. We thus need to recall the following formula:

Proposition 16.14.

1 if k is not a prime power,
(= JL-m =4 200" :
neGy p if k is a prime power p".

Proof. Let ¢ (x) denote the k-th cyclotomic polynomial, so that M (k) = ¢ (1).
We have []; ) ;21 on(z) =1+ + 2%+ .-+ 2" hence

II ¢ =

ilk, i#l
So for a prime p we have M (p) = p.
Next, if &k = p*, we have the divisors p*, 4 = 1,...,h, and hence by
induction, p" = M (p") H?;ll M(p') = M (p")p"—! implies M (p") = p.
Now consider k = Hf p;, a product of h > 1 distinct primes. Suppose we
know by induction the result for products of fewer primes:

k= H MHpZ:M(k)HM(p’L):M(k)k
Ac{1,...h} i€A i
implies M (k) =
Finally, in general, take & = [], P i We have again by induction that

k=T1lgxM(d) =M(k)[]; HJ L\ M(pl) = M(E)k so M(k) =1

2mi

To finish we have to expand (set (i := e )

o(h)

H H "lh Npi _§ :chk
b

1<h|k i=1
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and using the theory already developed, compute the trace of

k—1
D en Y ¢t (16.25)

h=0 (€I}

This is a computation that cannot be further reduced.

Other algorithms involve an opposite point of view, that is, computing
Dedekind sums using partition functions. For a recent survey and further
references see [13].

16.4 Algorithms

By Theorem 13.19, given a chamber ¢, DM (X) is identified with the space of
integral valued functions on d(c| X). The value of a function on a given other
point is obtained by recursion using the defining equations Vy f = 0, where
Y runs over the cocircuits in X.

Of course, the space of functions on é(c| X) has a natural basis given by
the characteristic functions of its 6(X) points. This basis depends on ¢, and
it does not describe in any sense the elements of DM (X) as functions, but
only as initial values of a recursive algorithm.

We also have the basis given by Theorem 13.69, but this does not seem the
best for actual computations, since it is somewhat tautological, as Example
13.70 shows. It does not show in any explicit way the quasipolynomial nature
of the functions.

16.4.1 Rational Space DMgy(X).

For any abelian group A we have by the same recursion equations a space
DM4(X) of A valued functions given by initial conditions an A-valued func-
tion on §(¢| X).

In this section we want to describe a linear basis for the space DMg(X)
that exhibits in a clear way the quasipolynomial nature of these functions
and at the same time discuss a possible algorithm that expresses the partition
function in this basis.

We have the description given by Proposition 16.1, which indeed presents
the elements of DM¢(X) as quasipolynomials. Nevertheless, this description
will present a rational-valued function as a sum over terms involving roots of
1. Thus we want to start from this description and eliminate the roots of 1.

We assume A = Z°, so that X is a list of integral vectors. Each point
p € P(X) of the arrangement has as coordinates some roots of 1. Given a
positive integer m, we have set ¢, := e2™/™. Let R,, C C* be the group of
m-th roots of 1 and Q((,,) the cyclotomic field generated by R,,. We have
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that Q((n) is a Galois extension of Q of degree ¢(m), where ¢(m) is Euler’s
function.

Now take a point p € P(X), p = ((1,...,(s), where (; is a root of 1 of
some order k;. Let m be the least common multiple of the k;, which is also
the order of p in the group T'. The coordinates of p generate over Q the field
Q(¢m), and the point p belongs to an orbit O under the Galois group that is
contained in P(X) and is formed of ¢(m) different elements.

Let Q(O) denote the functions on O obtained by evaluating the elements
of Q[A], and denote by po : 4 = Q(O) the evaluation. Let I» be the ideal of
Q[A] vanishing at O. The following facts are easy to verify:

e The evaluation of the characters A at a point p € O gives homomorphisms
pp: A —C* p,: QA] — C.

e The image of A is the group R,, of m-th roots of 1, while the image of
QUA] is Q).
Q(0) :=Q[A]/Ip is a field.
In this way we have the ¢(m) different embeddings of Q(O) into C all
isomorphisms with Q((n)-

e Q(O)®C is the space of complex-valued functions on O.

The set X, of characters in X that are 1 at p equals X N ker po; it depends
only on the orbit, and we can denote it by Xo.
We want to make explicit Q(O) as a space of functions on A as follows.

Consider the usual trace map trg(o) 1 Q(0) = Q. Given a € Q(O), we have
the function Ty, : A — Q defined by

O
To(v) = trg'” (7a).

Let T(O) be the space of functions T;, on A thus induced.

In particular, 71 () := trg(o)(fy) = trg(c’")(ppﬁ)) is independent of p in
the orbit and we can denote it by 9o (). A translate ¥o(y+ A) depends only
on the class of A modulo ker py. We have m different translates corresponding
to the m-th roots of 1.

These translates are of course not linearly independent, since a basis of
Q(&m) is given by the elements (¢, 0 < i < ¢(m). So a basis for T(O) can
be obtained as follows. If A € A is such that p,(A) = (, we have that

65 (pp(1)Ghn) = 115 (pp (7 +0N)) 1= Yo (7 +iN).

Thus a basis for T(O) is given by these ¢(m) translates of the function ¥e,
and the main point is to understand ,,. In Section 16.3.3 we have computed

trg(c’")(ﬁ) when £ is a root of 1 of some order k dividing m, getting

o) = Sl i),
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Lemma 16.15. Given f € DMgy(Xo) and a € Q(O), the product T, f of
these two functions lies in DMg(X).

Proof. In fact, if b € Xp, we have that VT, = 0, and we see immediately
that if f € DMg(Xo) and Y C Xo, we have Vy (T, f) = T, Vy (f).

If Y is a cocircuit in X, we have that Y N X is a cocircuit in Xp and
this gives the claim.

Associated to Xp we have Dg(Xe) considered as a space of polynomials on
A and Dg(Xp) € DMg(Xe). On the other hand, DMg(Xop) C DMg(X),
and thus T(0)Dg(Xe) C DMg(X).

Proposition 16.16.
DMgy(X) = @®ocpx)T(0)Dg(Xo).
Proof. We prove this equality by complexifying and then remarking that
T(0)Dg(Xo) 9 C = (T(0) 9 C) ® Do(Xo) = pcococ® D(X,).
So the claim follows from formula (16.1).

At this point one can easily describe an explicit basis for DMg(X) using the
basis we developed for T'(O) and for instance the dual of the one discussed
in Theorem 11.20, for Dg(Xp). We then ask the following question. Given
a big cell {2, express in this basis the element f € DMg(X) coinciding with
Tx on (2 — B(X)) N A. For this we can apply Theorem 13.54, which tells
us that this element is given by its initial conditions f(0) =1 and f(a) = 0,
Va € 6(c] X), a#0.

This finally gives the coefficients of f in the given basis as the solution of
an explicit system of linear equations by computing the §(X) elements of the
basis on the §(X) points of d(c| X).

Let us discuss the example of dimension s = 1. In this case X is a sequence
of positive integers a; and there is a unique big cell, the positive line, so the
geometry is trivial.

e The set P(X) consists of all roots ¢ of 1 such that (% =1 for some .

o If {; € P(X), we have the set X, = {a; € X |k divides a;}, and denote
by m(k) its cardinality.

e Set GGi to be the set of all primitive k-th roots of 1 and let Dx be the set
of divisors of the numbers in X.
The decomposition into Galois orbits is P(X) = Ugep, Gk-
The space Dg(X¢) equals the space of polynomials in  with rational
coefficients and of degree < m(k). We denote it by P(m(k)).

o Set Yy(x) = trg(k)(g,fL x € 7.
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We have thus, by the previous discussions
DMg(X) := @repx T(Gr)P(m(k));

in other words, the space DMg(X) has as basis the quasipolynomial functions
Ye(x +5)2", h <m(k), 0<j < ¢(k), where k € Dx.

At this point set A := )" _y a. The partition function agrees for positive
integers with the unique element >, ., Z;n:(g)*l cr,jUr(x + )z with the
property that

m(k)—1 . .,
N 0 if —A<i<O,
> Y agtwli+ it = {1 if i =0
heDy 1= if i = 0.

The A x A matrix with entries 1, (i + 7)i", —A < i < 0, is invertible, and so
the coeflicients ¢ ; can be solved by resolving the system of linear equations.

The reader will notice that most of the complexity of this algorithm con-
sists in computing the set Dx and the Euler function, since this requires
factoring several numbers into primes.

Ezample 16.17. X = 2,3,4,4,6,9, 10,40, write (k, x) := ¥ (x).
The quasipolynomial associated to the partition function has been com-
puted with Mathematica, and it is

1262093963+252100403x+8126312+3303691z + 27443 24 + 1639 2° + 1325 +
49

2985984000 2508226560 2457600 995328000 199065600 597196800 7664000
27 LITB757(2,0) | 4831290 (2,3) | 26273 22 ¢ (2,x) 4 1621e 5(2,z) i
10450944000 4096000 4096000 2457600 4423680
13zt ¢ (2,z) + z° 1 (2,x) + 10099 (3,z)  1llz+3,x) = 2 4(3,z) 149¢(3,1+x)
2457600 36864000 5832 4374 8748 972
1311!1(3 14x) z2 (3, 1+z) + 81 1b(4 z) + 39z (4,x) + =z 2 4p(4,x) + 117 ¢(4,14x) +

saulidie) | 8900w  avGa 125005 1¥2) 3 wﬁ?‘ff ), 116G.24a)
x x x x x x €T x x
10240 T _1oo00 T o000 T 0000 + oooo T 10000 +
3e9(5,24w) | 674(53+z) | z$(53+2) ¢(6 z) 4 ¥, l+w) w(s 1+a:) _29(92) |
10000 10 5000 648 324 81
(9, 2+m) (9, 3+1:) (9, 4+z) | 130(10,z) | 1699(10,1+x) +w(1o 1+z) 221w(10 2+x)
¢(1o 2+4a) | 13%(10, 3+ ) 4/;(%8010+ ) w(12%08+ ) ¢(2003+ ) w(20 4+ )
l xr xr xT xr xT xr
2000 + 10000 T — 200 200 T 400 T +
w(20 5+z) _ (20,6+2) | $(20.7+x)  3P(A0.3+w)  P(A04+z)  (40.5+x) ¢(40 6+x) -

200 200 30 80 80 20
¢(40,7+x) _ 9(40,9+x)  $(40,11+4z)  (40,124x)  (40,13+x)  (40,14+z)
20 40 20 80 80

40
34(40,15+1)
30

Question: how to describe DMyz(X) as quasipolynomials? The computa-
tion of the partition function, as in the previous example, seems to imply that
describing the elements of the basis given by Theorem 13.69 as quasipolyno-
mials, may not be computationally very explicit.
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17

Convolution by B(X)

In this chapter we fix a lattice A C V and a list X of vectors in A spanning V.
We would like to give a streamlined presentation of some of the applications
in this case. Most results are taken from the papers of Dahmen and Micchelli,
or from [40], with minor variations of the proofs.

For further details and more information the reader should look at the
original literature.

17.1 Some Applications

17.1.1 Partition of 1

Fix a lattice A C V spanning V such that each vector in the list X lies in A.
We assume that the Lebesgue measure on V' is normalized in such a way that
a fundamental domain for A has volume 1. In more concrete terms, we may
assume V = R*, A = Z*® and the standard measure.

Let C*"8(X) denote the set of strongly singular points (see Definition
1.50) of the cone C'(X). We have seen in Proposition 1.55 that the set of all
translates Uye 2 C®8(X) equals the cut locus, that is the periodic hyperplane
arrangement generated under translation by A by the hyperplanes generated
by subsets of X. Thus the complement of the cut locus is the set of regular
points of this periodic hyperplane arrangement.

Proposition 17.1. (1) The complement of the cut locus is the union of all
translates of a finite number of chambers, each an interior of a (compact)
polytope.

(2) Over each such chamber the functions Bx(x — \), XA € A, are polynomials
in the space D(X) (introduced in Definition 11.2).

Proof. (1) Since it is clear that the hyperplanes generated by subsets of X
intersect in 0, the first statement is a simple consequence of parts 3 and 4 of
Theorem 2.7.

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 301
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_17,
© Springer Science+Business Media, LLC 2010
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(2) This follows from formula (7.10), Remark 9.11, and the fact that D(X)
is stable under translation.

Next one easily proves the following fundamental fact:

Theorem 17.2. If X spans V, the translates of Bx form a partition of unity:

1= Bx(z—\). (17.1)

€A

Proof. If X = (a1,...,as) is a basis, we have chosen Bx to be the character-
istic function of the half-open parallelepiped B(X) = {>_7_, t;a;, 0 < ¢; <1}
with basis X divided by its volume d. In fact, d equals the number of points
in ANB(X), and the claim easily follows. In general, one can use the iterative
description of the box spline (formula (7.17)) and get, if X = {Y, v}, with YV’
spanning V,

12/1dt=/ ZBya:—tv— )dt = ZBXQ:—
0 0

AeA AeA

17.1.2 Semidiscrete Convolution

Consider the box spline Bx (), that we know is supported in the zonotope
B(X) = {Zan tea, 0 <a < 1}'

Recall that in Definition 6.3 we have introduced the cardinal spline space
Sx := Sp, as the image of the functions on A (mesh functions) by the
operation of discrete convolution

Bx xa(x) = Z Bx(z— XNa(X)
xeA

of mesh functions with Bx. When a is the restriction to A of a function f on
V', we have defined Bx *xa = Bx ' f(z) and called it semidiscrete convolution
(cf. (6.6)).

Using the polynomiality of the multivariate splines on each big cell, formula
(7.11) and Proposition 1.55 give a first qualitative description of the functions
in le

Proposition 17.3. Fach translate of Bx, and hence each element of the car-
dinal spline space, is a polynomial on each chamber.

We now pass to semidiscrete convolution and prove one of the main results
of the theory:

Theorem 17.4. When p € D(X), also Bx ' p lies in D(X).
This defines a linear isomorphism F of D(X) to itself, given explicitly by

1—e Pa
D(l

the invertible differential operator Fx := Han
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Proof. We can immediately reduce, using Proposition 7.14, to the case of
X nondegenerate. If X = a is a number and s = 1, we have that D(X)
reduces to the constants, and then the statement reduces to the fact that the
translates of B, sum to the constant function 1. In the other cases By is a
continuous function on R?®, and a way to understand this convolution is by
applying the Poisson summation formula to the function Bx (x + y)p(—y) of
y that is continuous and with compact support.

Its Laplace transform is obtained from the function e* [[,.x (1 —e™%)/a,
Laplace transform of Bx (xz+y) by applying the polynomial p as a differential
operator.

In our definition of the Laplace transform we have

Lf(€) = (2m)"/? f(i€),

where f denotes the usual Fourier transform. We want to apply the classical
Poisson summation formula (cf. [121]), which gives, for a function ¢ with
suitable conditions, and in particular if ¢ is continuous with compact support,

D Lol =Y (),

pneEA* AeA

where p runs over the dual lattice A* of elements for which (u|\) € 2miZ,
Ve A
If we are in the situation that Le(u) = 0,V # 0, pu € A*, we have

Lo(0) = > o(N).

AEA

The fact that this holds for ¢(y) = Bx(z + y)p(—y) is a key result of
Dahmen and Micchelli. This will imply our theorem.

Before proving this key result, let us write in a suitable form the action of

a differential operator given by a polynomial p(a%17 cl a%s) of some degree
k on a power series F(x1,...,Zs).
Lemma 17.5. Introducing auziliary variables t1, ..., ts, we have
0 0
L ) F(a, . 17.2
P(Gy g ) [P )] (17.2)
0 0
=F e ms )Pt ) et 0
(xl + at17 , L + ats)[p( 1 )]tl ts=0
Proof. Start from the obvious identity:
0 0
— e, — | |F t1,...,05 + s
p(axl, ’8$S)[ (xl"_ 1, y Ts + )]
0 0
=p(=—,...,— ) [F t,... )],
p(@tl’ 7ats)[ (l’1+ 1 ,I‘S+ )]
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from which we have

0 0
p(aixl,“w%)[F(xlv"'?ms)]
0 0
:p(atl’ R ats)[F(‘Tl +t17 ceey s +ts)]t1=~~~=t5=0-

Now use the fact that, if p,q are two polynomials in the variables t; we
have
(o .2
P\ot oty
0 0
=q\ —,- -, — t1,...,ts)|t;=.=t,=0-
q(ah, ’8ts)[p( 1o te) |t ==t =0

The main observation of Dahmen and Micchelli is the following:

Lemma 17.6. If p(z) € D(X), the Laplace transform of Bx(z + y)p(—vy)
(thought of as a function of y) vanishes at all points u # 0, u € A*.

)[Q(th RN 9 | Pap———

Proof. In order to avoid confusion, let us use £ as the symbol denoting the
variables in the Laplace transform. Thus if a = (a4, ..., as), we are using the
notation

— E a;&, et = exi ai{i’ % = g2iwiki

We may assume that p(y) is homogeneous of some degree k. The Laplace
transform of Bx (z+y)p(—y) is computed by recalling that the Laplace trans-
form of Bx(y) is [[,cx(1 —e™%)/a. So the Laplace transform of Bx (z + y)
is Lx(§) :=e"[[,ex(1 —e™%)/a and that of Bx(z + y)p(—y) finally is

o ) T2

Let us develop a simple identity:

1—e %Y -

Z —x—y)*/(k+ 1) =
17+y o

where H(z,y) = Zk 1ZJ 1()/(k+1)yj Lgh=d.
Now we can apply formula (17.2). Substitute §; with & + %. We get

+yH(z,y),

1 e—(al€40) | _ o—(al&)
- +Ha avDa Daa
€+ ) @l (@, Da)

where we set (a|0;) = >, aia%i = D, and H,(a,D,) is a convergent power
series in a, D,. Notice that since they involve disjoint variables, a = >, a;&;
and Dy =), bi% commute for all a,b € A.
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— e (al®)
€00 =169 T (g + Hala DoD.)
acX
1—e(al&)
= Y efeleran H( 2‘6 )HH (a, Da)

BCX a€B

Take a summand relative to B and the corresponding function

—e—(al)
e{T[€+0r) H (71 © ] ) H Hy(a,Da)Dap(ti, ... ts)]t—to==t.,—0-

a¢ B <a | g a€B

We have that either B is a cocircuit or X \ B contains a basis. In the
first case, since p(t) € D(X), we have [[,c5 Dap(t) = 0. These terms are
identically zero.

In the second case, since the elements of X \ B span the vector space, if
u# 0, at least one ag € A\ B does not vanish at p.

If v is in the lattice A* we have (u|b) € 2wiZ,

All elements 1 — e, b € A*, vanish at pu.

We deduce that (1 —e~%)/ag vanishes at p and thus the entire product
vanishes.

We return to the proof of Theorem 17.4. We have shown that in our case,
Poisson summation degenerates to the computation at 0.

Recall that e® = {18 = ¢2izi#i&  Consider the duality (p|f) defined
as follows. We take a polynomial p(&1,...,&s), compute it in the derivatives
(%_, apply it as differential operator to the function f, and then evaluate the
resulting function at 0. We have for each ¢ that

wl6f) = (o)1 £).

9&i

Thus, setting fx := [[,cx 1=¢ " and Fy := [Toex =5— we have

() (e T 220) ) = lensx) = (Faple) = Fpla),

o&; wx @

since for any polynomial g we have

(o)1) =

Since D(X) is stable under derivatives and Flx is clearly invertible, both our
claims follow.

Let us deduce from this a corollary that clarifies the relationship between
the polynomials expressing the multivariate spline on the big cells and the
top-degree part of D(X).
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Corollary 17.7. (1) The polynomials expressing locally the box spline and
their translates by elements of A linearly span D(X).

(2) The polynomials expressing locally the multivariate spline on the big cells
generate the top-degree part of D(X).

Proof. (1) From the definitions and Theorem 11.6 we know that all these
polynomials lie in D(X). For the converse, take a polynomial f € D(X). We
know by the previous theorem that it lies in the cardinal spline space. But on
each chamber a function in the cardinal spline space is a linear combination
of translates of the polynomials describing Bx locally. The claim follows.

(2) By construction, the box spline on a chamber has as top homoge-
neous part a linear combination of the polynomials expressing the multivariate
spline. By the previous theorem, on a given chamber a polynomial in D(X) is
a linear combination of translates of the polynomials building the box spline;
hence the top-degree part is a linear combination of the polynomials express-
ing the multivariate spline.

Theorem 17.4 tells us that D(X) C Sx. On the other hand, we have the
following result:

Corollary 17.8. If p is a polynomial in Sx, then p € D(X). Thus D(X)
coincides with the space of all polynomials in Sx .

Proof. By Proposition 17.3 we know that each function f in the space Sy,
once restricted to a chamber ¢ of the strongly regular points coincides with a
polynomial f, in D(X). If f is itself a polynomial, then it must coincide with
fec everywhere.

Corollary 17.9. On D(X), the inverse of Fx is given by the differential op-
erator of infinite order
D,
@= H 1—e D=’

zeX

Notice that @ is like a Todd operator; its factors can be expanded using the
Bernoulli numbers B,, by the defining formula:

o0

Di? Bn n
1 — ¢ D= = ZF(_DZ) )
k=0
and it acts on D(X) as an honest differential operator.
Let us recall that in Proposition 7.14 we have seen that if z € X, then
D.Bx = V.Bx\.. Moreover, for any function a on A, and any B we also

have (V.B) * a = B % V,a. Using this, we get, for any subset ¥ C X,
Dy(BX * a) = Bx\y * Vya. (173)

This gives another insight into Corollary 17.8. Assume that a polynomial p
is of the form p = Bx * a for some function ¢ on A. Let Y be a cocircuit.
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Then Dyp = Dy(Bx *a) = Bx\y * Vya is a distribution supported on the
subspace (X \Y). Since it is also a polynomial, it must be equal to 0, showing
again that p € D(X).

17.1.3 Linear Independence

We now assume that we are in the unimodular case (cf. Section 15.2.2). In
this case 6(X) = d(X). Choose a strongly regular point z( in the interior of
a chamber ¢. According to Proposition 2.50, we have the d(X) points

8(zo|X) := (zo — B(X)) N A= {p1,...,pacx)}-

By Remark 13.2 we have §(z|X) = d(c|X).
Moreover, for any function a on A and x € ¢ we have

Bx xa(z) = Z Bx(z— Na(\) = Z Bx(x — Na(N). (17.4)

AeA Aeb(c|X)

Proposition 17.10. Evaluation of polynomials at the points in 6(c|X) estab-
lishes a linear isomorphism between D(X) and the space C*X) (or R¥X) jf
we restrict to real polynomials).

Proof. Since dim(D(X)) = d(X), it suffices to prove that the only polynomial
p(z) € D(X) vanishing on these points is p(x) = 0. Consider Fxp(x) =
Bx ' p. If p vanishes on §(¢|X), formula (17.4) implies that Fxp(z) = 0 on
¢ and hence everywhere. Since Fx is invertible on D(X), this proves the
proposition.

We can prove the linear independence of the translates of the box spline:

Theorem 17.11. For X unimodular and any function f(\) on A not identi-
cally 0, we have

Proof. Assume f(ag) # 0 for some ag € A. We can choose a chamber ¢ in such
a way that ag € 6(c|X). Thus there is a nonzero polynomial p(x) € D(X)
coinciding on ¢(c| X) with f. We deduce ) ., Bx(z —a)f(a) = Fxp(z) # 0
on the set c.

Remark 17.12. Notice that given a chamber ¢ and a function a on A, the
restriction of Bx * a to ¢ coincides with the polynomial Fxp, where p is the
unique polynomial in D(X) coinciding with a on §(c|X).

In fact, we have a stronger statement, that is also useful in interpolation

theorems.

Proposition 17.13. Consider an open set 2 and the set 6(21X). If Bxa
restricted to {2 equals zero, then a(j) =0, Vj € §(2]| X).
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Proof. By definition, given j € §(£2| X), there is a chamber g C j + B(X)
with nonempty intersection with 2. Thus from Remark 13.2, j € §(g| X).
Since B * a restricted to g is a polynomial, our assumption implies that this
polynomial is identically zero. By Remark 17.12, we have thus that a(j) = 0,
as desired.

Unimodularity is a necessary condition

Proposition 17.14. Semidiscrete convolution maps DMc(X) onto D(X)
with kernel E(X) (see formula (16.2)).

Proof. The first statement follows immediately from identity (17.3).
Let A € A, then (75 f)(a) = f(a — ) so

Bx ' (1A f) = ZB:}:—@ ZBZ‘— —a)f(a) =1A(B+ f).

a€eA acA

Therefore semidiscrete convolution is a map of C[A]-modules.

Now for each p € P(X), /") D¢c(X,) is the generalized eigenspace in
DM¢(X) for the character \ s e{® 1Y)

In particular D(X), which we know to be equal to the image of DM¢ by
semidiscrete convolution with By, is the generalized eigenspace relative to
the trivial character. It follows that for p # 1 (1) D¢ (X)) lies in the kernel
of semidiscrete convolution with Bx. Thus E(X) does, proving our claim.

We have in fact a general

Theorem 17.15. Bx *a = 0 if and only if a € E(X).

Proof. By the previous proposition, it is enough to show that a € DM¢(X).
We may assume that X is irreducible. In the 1-dimensional case X = {k}, we
see this directly as Fourier analysis over Z/(k). In fact, B is the characteristic
function of [0, k), and Bx * a = 0 implies that for « € Z we have

k—1
Z a(i) = Z Zoazfz

z—i€[0,k) icx—[0,k)

This implies that 0 = Zf;ol alx — 1) — Zf Ola(ac +1—14)=a(z) —alz+ k),
so a(x) is constant on cosets modulo Zk, and thus it is in DMc¢(X).

In general, let X = {Z,y}, so that (Proposition 7.14) DyBx = V,By.
If Bx *a = 0 we have also DyBx xa = VyBz xa = Bz * Vya = 0, so by
induction, Vya € DM¢(Z). Now given any cocircuit ¥ in X let y € Y and
Z := X\ y. Clearly, Y\ y is a cocircuit in Z, so that Vya = Vy\,V,a = 0,
as desired.

We leave to the reader to verify that the previous theorem implies a new
characterization of the space DMc¢(X).
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Corollary 17.16. A function a on A belongs to DMc(X) if and only if Bx *a
18 a polynomial.

We apply the previous theory to the partition function 7x (a) and obtain
another interesting formula of Dahmen—Micchelli.

Proposition 17.17.

Tx(x) = Bx *Tx = »_ Bx(x — a)Tx(a).

a€A

Proof. Compute the Laplace transform

ZBXx—aTX Ze L(Bx)Tx(a)

a€A acA
1 1—e¢ 1
s - T - o
acX acX acX

This proves the identity at least in a weak sense. In order to prove it as
functions we can reduce to the irreducible case, and we have two cases. If X
is nondegenerate, both sides are continuous and so identical. Otherwise, in
the case of a single vector X = {a}, the identity is trivial by the convention
that in this case, the box spline is the characteristic function of [0, a).

In the unimodular case, where we have the linear independence of trans-
lates of Bx, we recover the results of Section 16.1.
We have already remarked that if

D,
Q=11 —=
reX
we have QFp = p = FQp on D(X). Take a big cell 2 for which T'x coincides
with some polynomial p, € D(X). Set g := Qpn. We have on (2,
Tx(x) = FQpo =Y _ Qpala)B(z — a).
a€eA

Since T'x (z) = Y ,c4 Tx(a)Bx(x — a), we have by linear independence the
following formula, that is nothing else than Theorem 16.11 in the special case
in which X is unimodular:

Qpo(a) = Tx(a) (17.5)

for any a € £2.






18

Approximation by Splines

In this chapter we want to give a taste to the reader of the wide area of
approximation theory. This is a very large subject, ranging from analytical
to even engineering-oriented topics. We merely point out a few facts more
closely related to our main treatment. We refer to [70] for a review of these
topics.

We start by resuming and expanding the ideas and definitions already
given in Chapter 6.

18.1 Approximation Theory

As usual, we take an s-dimensional real vector space V in which we fix a
Euclidean structure, and denote by dx the corresponding Lebesgue measure.
We also fix a lattice A C V and a list X of vectors in A spanning V as a vector
space and generating a pointed cone.

18.1.1 Scaling

We use the notation of Section 17.1.2. Corollary 17.8 tells us that the space
D(X) coincides with the space of polynomials in the cardinal spline space Sx.
This has a useful application for approximation theory. In order to state the
results, we need to introduce some notation.

For every positive real number h we have the scale operator (see (6.8))

(onf)(x) = f(z/h).

In particular, we shall apply this when h = n~!, n € NT, so that h4 D A is
a refinement of A.

Recall that in Proposition 6.5 we have seen that the space o}, (Sx) equals
the cardinal space Spx with respect to the lattice hA.

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 311
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_18,
© Springer Science+Business Media, LLC 2010
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Remark 18.1. If f is supported in a set C, then oy, f is supported in hC.
If U is a domain, we have

/ fdr=h"*° opfdx.
U RU
Corollary 18.2. For box splines we have

O'hBX = hthX

Proof. By definition,

/BX d:cf/ / Zta] dt1

Thus

1 1
/V 7 (Bx(@)f())dz = n* [ / f Ztaj it -ty

/1 /1 el it]haj)dtl
0 0 =
- [ Bux@)e )@y
So the claim follows from the definition.
We define the scaling operator on distributions by duality. So on a test func-

tion f,
(on (D) f) = (T o () = (T o1/ (f)). (18.1)
In particular, 03,0, = (6, | f(hx)) = f(ha), so that

0hda = Ohas UhZf(a)5a = Zf(a/h)5

Observe that oj acts as an automorphism with respect to convolution
Notice that if T" is represented by a function g, i.e., (T'| f) = [, g(x
we have

(on(T) | ) = /V o) f (ha)de = h™ /V o(h~a) f (),

and thus o, (T) is represented by the function h~*cp(g) and not op(g).

The relation between scaling and the Laplace transform is

L(onf) = h*o1 i L(f). (18.2)
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In fact,

Lonhw) = [

e 19 f(a/h)dx = h* / eI f(w)du = o1 n L(f) ().
14

1%
Notice the commutation relations between oj, and a derivative D, a dif-
ference operator V,, or a translation 7:

Dyop, = hil()'hDv Ve = Vieop TaOh = OhTq/h- (18.3)

18.1.2 Mesh Functions and Convolution

Consider the group algebra C[A] for the lattice A. If we identify an element
A € A, with the distribution given by (x| f) = f(A), we see that multiplica-
tion in the group algebra becomes convolution of distributions.

The space C[A] := C[A]* of mesh-functions, i.e., functions on 4, is a
module over C[A] by duality. This module structure is also described in the
language of distributions by convolution, since dy * a = 7x(a). The mesh
functions of finite support are clearly a free module of rank 1 generated by
the characteristic function of {0}.

The cardinal spline space Sx is also a C[4] module by the action of trans-
lation, and the basic map Bx*— : C[A] — Sx is a morphism of C[A] -modules,
an isomorphism in the unimodular case by Theorem 17.11. In other words,
given T' € C[A] and a function a on A, TBx *xa = Bx * Ta is well-defined
and in Sx.

We shall use the relation Dy (Bx) = Vy Bx\y proved in Proposition 7.14.
The commutative diagram of C[A]-modules

clA] 2 Sy

wr | oy |

ClA] 227 Sy

gives the following result:

Proposition 18.3. The map Dy : Sx — Sx\y is surjective.

Proof. Tt is enough to prove that Vy is surjective. By induction, one reduces
to proving it for V, with a € A\ {0}. One can find a basis of A such that
a = (k,0,...,0) for some k > 0, and one reduces simply to the case A = Z
and a = k. Furthermore, decomposing Z into the cosets modulo k, one finally
reduces to k = 1. Thus we need to see that given a sequence (a;);ez, there is
a sequence (¢;);ez with a; = ¢; — ¢;—1. Setting ¢y = 0, we see that for i > 0
we define recursively ¢; = ¢;_1 + ¢;, while ¢;_1 = ¢; — a; for i < 0.

As an application we can characterize the cardinal spline spaces S,,, generated
by the box spline b, discussed in Example 6.2.



314 18 Approximation by Splines

Proposition 18.4. For all m € N we have that S, coincides with the space
Ay, of all the C™1 functions that, restricted to each interval [i,i+1), i € Z,
are polynomials of degree < m.

Proof. By Example 6.2 we have S,, C A,, and want to prove the reverse
inclusion. We proceed by induction on m. For m = 0 we have that by(x)
is the characteristic function of [0,1), so that the cardinal space is the space
of functions that are constant on the intervals [i,i + 1). Notice next that if
f € Ay and m > 1, its derivative f' lies in A, (as a function if m > 2 or as
a distribution when m = 1) and f(z) = f(0) + [, f'(t)dt. For m = 0 we have
proved the required equality. In general, we obtain it by applying the operator
%, which, by the previous proposition, maps S, surjectively onto S,,—1 with
kernel the constant functions. The same is true for the same operator from
A,, to A,,_1. Since by induction S,,_1 = A,,_1, the claim follows.

It is also clear that if the function ¢ on A has finite support, the function
f = Bx xa € Sx has compact support. We have the following converse in
the unimodular case.

Proposition 18.5. If X is unimodular and a is a function on A, then Bx *a
has compact support if and only if a has finite support.

Proof. Assume by contradiction that f = Bx % a has compact support while
a has infinite support. We can then choose a chamber ¢ such that there is a
point g € §(c| X) with a(ig) # 0, and also ¢ is disjoint from the support of f,
that is, f = 0 on ¢. Let p(z) € D(X) be the nonzero polynomial coinciding
on 0(c| X) with a. By Remark 17.12, we deduce f(z) = Fxp(z) #0on ¢, a
contradiction.

In the general case we can nevertheless prove the following theorem:

Theorem 18.6. If F' € Sx has compact support, there is a unique a with
finite support such that F' = Bx * a.

We need first a lemma:

Lemma 18.7. Assume that a is a mesh function such that for every cocircuit
Y in X we have that Vya has finite support. Then there is a unique function
b€ DMc¢(X) such that a — b has finite support.

Proof. Let A contain all the supports of Vya, choose a chamber ¢ sufficiently
far from A, and let b € DM (X) be defined by the property that b = a on
0(c| X). The equations Vyb = 0 allow us to compute b recursively, and as
long as also Vya = 0 in the recursion steps we see that a and b agree. Clearly,
this happens if all the terms appearing in the recursion are evaluations of a
outside A. This easily implies that a = b outside of some finite set. The
uniqueness is clear, since no nonzero element of DM¢(X) has finite support.
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Let us now prove Theorem 18.6. Let F' = Bx * a have compact support.
Arguing as in Theorem 17.15, we see that Vya has finite support for every
cocircuit Y. Hence by the previous lemma there is a b € DM¢(X) with a — b
of finite support. Now by hypothesis it follows that Bx * b also has finite
support, but by Proposition 17.14, Bx * b € D(X) is a polynomial, and thus
it must vanish. Uniqueness follows from Theorem 17.15.

Let us then denote by
SI = C[A]Bx = Bx = C[A]4 (18.4)

the functions F' € Sx with compact support.
Notice that the functions F' in Sf(\y in the image under Dy of 8% have

the property that F' %’ ¢ = 0 for all polynomials ¢ with Vy¢ = 0.

Further algebraic constructions are useful. There is also a tensor product
construction associated to convolution. If X = {X;, X»}, we also have two
convolution products:

Sk ©8x, %5 Sy,

Sx, © 8, % Sy,

and of course
si o8, % st
When either X; or X5 does not span V' this has to be understood as convo-
lution of distributions.
Assume that X = X7 U X5 is a decomposition such that V = V] & V5,
where V; is the span of X;. If A = A & Ay where A; = V; N A, we can extend
the tensor product to an isomorphism:

Sx, ®Sx, —< Sx.

18.1.3 A Complement on Polynomials

We start by interpreting the Taylor series of a function as the formal identity:
V. = 1—e P=. The meaning of this identity in general resides in the fact that
the vector field D, is the infinitesimal generator of the 1-parameter group of
translations v — v 4 tx.

On the space of polynomials this is an identity as operators, since both
D, and V, are locally nilpotent.

This identity gives

3

Ve (18.5)

i .

Dy =—log(1-Vy) =)
k=1

Let us denote by Py the space of polynomials of degree < k.
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Corollary 18.8. On Py, the differential operator D, and the difference oper-
ator V, induce the same algebra of operators.

Definition 18.9. We set A to be the commutative algebra of linear operators
on Py generated by all the operators D,, a € V, or equivalently V,, a € A.

The first remark on Ay is that every nonzero Aj submodule of P, contains
the constant polynomials.
In other words, we see that the dual P}, thought of as a module under Ay
by transposition, is cyclic and generated by the linear form ¢q : ¢ — ¢(0).
We deduce the following result:

Proposition 18.10. A linear map T on P, commutes with the algebra Ay of
difference operators on Py if and only if T € Ay.

Proof. The map T commutes with Ay, if and only if its transpose T commutes
with Ay in the dual module. Since this module is cyclic, this happens if and
only if T' € Aj. Indeed, T*¢pg = a*¢g for some a € A,. Given ¢ € P}, write
¥ =0b"pp, b € Aj. Then

T*’(/) — T*b*¢0 — b*T*(bO — b*a*¢0 — a*b*d)o — a*w7

so T = a.

18.1.4 Superfunctions

The goal of this and the following sections is to approximate a function by
a sequence of functions obtained by rescaling semidiscrete convolutions (cf.
Definition 6.3) with Bx.

We have defined the approximation power of a function B in Definition
6.6 and introduced the Strang—Fix conditions in Theorem 6.7. A remarkable
class of functions that have approximation power k for simple reasons is given
by the following:

Definition 18.11. We say that S(z) is a superfunction of power k if S(zx) is
continuous with compact support and S %’ ¢ = ¢ for all polynomials of degree
< k!

For a list X and S € Sx we say that S is a superfunction if S *' g = ¢ for
all ¢ € D(X).

Remark 18.12. A superfunction S € Sx is also a superfunction of power m(X).

'For k = 0 we may also want to allow the characteristic function of [0,1) as a
superfunction.
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Let us now introduce the approximation algorithm we seek. For a function g
and a scale h, define A% (g) := gy by

gn = on(S¥ (01/n9)) = Y S((@=b)/h)g(b) = Y _ S(x/h—a)g(ha). (18.6)

behA acA

This is the semidiscrete convolution with respect to the scaled lattice hA. For
a given point x, the sum g, (z) = > S(x/h—a)g(ha) restricts to those a such
that «/h — a lies in the support of S, that we can assume to be contained in a
disk Ag of radius R centered at 0. Let A be the maximum number of points
in A contained in a disk Agr +y, y € V. Let M = max|S(x)| be the co norm
of S.

Let f be a C* function such that the sum of the absolute values of all the
k derivatives is bounded by some number N

Theorem 18.13. If S(x) is a superfunction of power k > 1, then

(sR)*

k
X AMNR".

|f —on(S* (armf)=1f = ful <
In particular, S(x) has approximation power k.

Proof. Take any point xy and let g be the polynomial expressing the Tay-
lor series of f around zy at order < k. Let g := f — q. By definition of
superfunction we have ¢ — o, (S *' (01/,9)) = 0. Thus

[f(x) = on(S " (o1/nf))(@)| = lg(x) — on(S " (01/n9))(x)].

Since |zg/h — a| < R means that |zg — ha| < hR we have

on(S# (o1/n9))(@0) = Y _ S(xo/h —a)gha) = > S(zo/h — a)g(ha).
a€A a€A,

|xro—ha|<hR

Moreover, since k > 1, we have g(zp) = 0 hence

@) —on(S+ @M@l =| X S@o/h—a)g(ha)

a€A,|zo—hal|<hR

and by Theorem 6.1, for such a we have |g(ha)| < (Sﬁ)k Nh*, so that

fa—fel=| X Sto/h—agtha)| < S arivn,

a€A,|zo—ha|<hR

Remark 18.14. Given a function M (z) with compact support, if there is a
finite difference operator @ such that S(x) := QM (x) is a superfunction of
power k, then also M (x) has approximation power k. In fact, we have that

QM)+ f =M+ Qf.
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Lemma 18.15. Assume that semidiscrete convolution by M (x) maps polyno-
mials of degree < h into themselves for all h < k and the translates of M (x)
form a partition of 1.

Then there is a finite difference operator Q such that S(zx) := QM (z) is a
superfunction of power k.

Proof. Denote by Py the space of polynomials of degree < k and by T the
operator ¢ — M(X) ' ¢ on Pj. By the previous remark it is thus sufficient
to see that T is invertible and its inverse @ is a difference operator.

Clearly, T' commutes with the algebra Ay of difference operators on Py,
thus by Proposition 18.10 it lies in Ax. Thus we only need to see that T is
invertible. If T is not invertible, its kernel is a proper submodule and thus
contains 1. This is excluded by the hypothesis that M ' 1 = 1.

By Theorem 17.4, when p € D(X) we have that also Bx ' p € D(X). We
thus have that the approximation power of Bx equals at least m(X). In the
next section we see that it is equal to m(X) and make explicit a superfunction
of power m(X) associated to B(X).

18.1.5 Approximation Power

Theorem 18.16. The approzimation power of Bx equals m(X).

Proof. We ave already seen in the previous paragraph that Bx has approxi-
mation power at least m(X). Thus we need to show that By does not have
approximation power larger than m(X).

We start with a simple fact.

Lemma 18.17. Let us consider a cube C in V with sides of some length r.
Let z be a vector in the direction of one of the sides. Assume that f is a
Sfunction such that D, f =1 and g is a function such that D,g = 0. Then

T‘S+1

/ |f —gldx > |Z\71T'
c

Proof. With respect to a suitable orthonormal basis, C' is the standard cube
[0,7]* and D, = \z|a%1. We use the simple estimate

r 7"2
/ lax + c|dx > |a|—.
0 4

By assumption, that f — g = |z|"ta1 + h(xa, ..., zs), we thus have

r r 7"2 r T ,rs+1
/ / |ffg|dx1dxsz‘z|71i/ / de...de:|Z|71 .
0 0 4 0 0 4
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Let us now go back to the proof of Theorem 18.16 . Consider a minimal
cocircuit Y in X and take a polynomial f of degree |Y| with Dy f = 1. We
want to show that f cannot be approximated to order m(X)+1 = |Y|+1 by
elements of Sx.

Let us fix p with 1 < p < oco. Suppose by contradiction that for the
bounded domain G, there exists a sequence f, € 0,(Sx), h = 1/n, n € N,
such that we have

Ifn = fllze(a) = o(h¥).

Let m = m(X). Given any list of vectors T in V, restrict the linear
operator Dy = [],cq Dy to the finite-dimensional space P™ of polynomials
of degree < m. We then have a constant ¢y = ¢ > 0 with

D1yl < cllglle @), Yg € P™.

Since the space P™ is invariant under translations, we also have, for every
vector v:

Drgllr vy < cllgllzr@iv), Vg€ P™,

with the same constant c.

We want to apply this inequality to the infinitely many bounded connected
components of the complement of the cut region. Since, up to translations,
there are only finitely many of these components, there is a constant d such
that for each such component U,

IDrgll @y < dllgllcrwy, Yg € P™.

Under the change of scale one has

I Drgllr ey < dh™ gl L1 ey, Vg € P™. (18.7)

Let us consider Y = {Z, z}, so that D.(Dzf) = 1.
We estimate || fr — f|1 () as follows. Consider all the components U such
that hU C G.

Lemma 18.18. Given any domain G, there exists a positive constant K such
that for n € N large enough and h = n™!, there are at least n°K components

U with hU C G.

Proof. Choosing a basis b out of X, the components of the cut locus for X
are contained in those for b. It is thus enough to prove the same statement
when X is a basis. With a coordinate change we may even assume that X
is the canonical basis. Then the components n~'U are just the hypercubes
of the refined standard lattice. Moreover, we may also restrict G and assume
that it is a hypercube parallel to the standard one, and the claim is an easy
exercise that we leave to the reader.
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Set now Gj, = UpycghU. We have

IDzfn =Dz fllLin = Y 1Dzfn—Dzfllo o).
hUCG

We can now use the fact that f;, on each set AU, coincides with a polynomial
in D(X), in particular of degree < m. Hence we can apply inequality (18.7)
and get

1Dz fn = Dz fllerny < A fo = Fllps ho.-

Summing over all the components hU C G, we have

IDzfn — Dz fllrrny < dh™ Y fr = flliie- (18.8)

Choose for each component U a cube Cy C U with sides of some size r
and with a side parallel to z. Since by construction D,(Dzf) = Dy f =1
and D,(Dzfn) = Dy frn, = 0 on each U (since fp, € D(X) on hU), we can
apply Lemma 18.17 to the functions Dy fr, Dz f and the cubes hCy. Setting
C := K|z|7'r*T1/4, we estimate

IDzfn = Dzflicn = Y. 1Dzfn = Dzflliney)
hUCG

K —1h—s h s+1
o Kl th— (h)

1 = Ch.

Combining this inequality with (18.8), we deduce
Ch < dh™ M| fy = fllre),
or
Ifo = fllzre) > %h‘yl-
By Holder’s inequality there is a constant H with

C
Emw<H%*fhmm§fﬂh*fhﬂmzowwm

yielding a contradiction.

18.1.6 An Explicit Superfunction

We want to make explicit the superfunction associated to Bx. Recall (Corol-
lary 17.9) that the operator

D,
=1l

aceX
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has the property that
Q(Bx+q)=q

for every polynomial ¢ € D(X).
We write @ formally as a difference operator as follows using equation
(18.5):

oo

D, =—-1log(1-V ZV;

k=1

from which we deduce that

Thus

@= ag{(inrl) (18.9)

=0

Remark 18.19. One has that

Dz Bz i
Tom =2 (D)
i>0

where B; is the i-th Bernoulli number. Thus for each n > 0,

n

B, = ([ 2y, - > V)@

Indeed, Y i (V4/(i+1))z™ is a variant of the n-th Bernoulli polynomial.
In fact, the difference between the n-th Bernoulli polynomial and the n-th
previously defined polynomial equals nz"~! = D, (2™).

Define Qx to be the difference operator expressed by @ truncated at order
m(X) — 1 (or maybe higher). We have that Qx acts as the inverse of ¢ —
Bx #’ ¢ on the polynomials of degree < m(X) — 1.

Theorem 18.20. The function Qx Bx is a superfunction of power m(X).
Discrete convolution Qx Bx ' f = Bx ¥’ Qx f generates under scaling an
approzimation algorithm of power m(X).

Ezample 18.21. The hat function by (x):

x Vo<z <1,
bi(x)=¢2—-2 V1i<z<2,

0 otherwise.
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In this case X = {1,1}, m(X) = 2. We have seen in Proposition 18.4 that
the cardinal spline space coincides with the space of all continuous functions
on R that are linear on the intervals [i,i + 1], ¢ € Z. Such a function is
completely determined by the values f(i) on the integers. Moreover, given
any function f on Z, we see that by x f at @ equals f(i — 1) = 71 f(7).

for the operator Qx, we have that it equals 1 + V; = 2 — 7;. On the other
hand, on the space of linear polynomials we see that 2 — 71 = 7_1 so in this
particular case the most convenient choice of Qx is 7_;. In general, it is a
difficult question to describe, in the simplest possible way, the operator @ x
as a linear combination of translations.

Remark 18.22. Our algorithm (18.6) is not too sensitive to the way we truncate
@. Suppose we take two truncations that differ by a difference operator 7" with
terms only of order N > m(X). The difference of the resulting approximating
functions is

onBx *" To/(g(x))].

The following lemma tells us that these terms contribute to order O(hV) and
hence do not change the statement of the theorem.

Let A = (a1,...,aq) be a list of ¢ nonzero vectors in R°. We use the
notation | f|c for the L norm on the whole space.

Lemma 18.23. Let f be a function of class C? with bounded derivatives on
the space V. We have, for any positive h,

IVaoi/nfloo <hYDaf|oo- (18.10)

Proof. By elementary calculus, for any vector a we have the simple estimate
IVaoi/nfloo < hDaf|oo-
By induction, set A := {B,a}. We have

IVBVaoi/nfl = VB0 Viaf| < b DpViafloo
= h? o1/, DBVhafloe = BT Va01/nDp floe < hI|Daf|oe-

Ezample 18.24. Consider s = 1, X = 1™, so Bx = by,,—1, m(X) = m, and
B(X) =1[0,m]. If V=V; =1— 7, we have that Qx is the truncation, at
order m — 1 in V, of

m—1 m=1 .
(5T = (S ey

Thus @ x has the form Z -0 C]Tj The corresponding superfunction Qx Bx
is thus supported in [0, 2m — 1]. The chambers are the open intervals (n,n +
1), n € Z.
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18.1.7 Derivatives in the Algorithm

We want to see next how our algorithm behaves with respect to derivatives.
In fact, the theory of Strang—Fix ensures that when we have approximation
power m, we can approximate a function f with a spline to order O(h™) and
at the same time its derivatives of order k as k < m to order O(h™~*). We
want to show that our proposed algorithm, under a suitable choice of the
truncation for @)x, indeed satisfies this property. Since we shall work also
with subsets Y of X, let us use the notation A% (f) := fy, the approximant
to f in the algorithm associated to X at the step n = 1/h.

Again, the algorithm being local, we may assume that f and all of its
derivatives up to order m(X) are continuous and bounded everywhere by
some constant C.2

By Remark 18.22, the choice of truncation is not essential for the final The-
orem 18.26. For our next theorem we make a suitable choice of the truncation.
Let us establish some notation and normalize the truncation, defining

m—1

T .= Z izil’ viml .= Z VZZ Vo Ti™),
1=0 1=1
mX)-1 o
—a_) = T[] 7m0, (18.11)
ag( ( Z 1+ 1) ag{

Observe that this truncation is not the optimal one; it is convenient only in
order to carry out the proof.

Lemma 18.25. Given a nonempty list A = (a1, ..., ar) of nonzero vectors in
V and m > k, consider the two operators

Dj:=Dq, - Dq,, Vi = vl oylml,
Then for any function g of class C™*Y, h >0, and xg € V,
(V5 = Daloyng)(@o/ )| < K"K Y7 1Dl (s 20,)-
|a]=m+1
Here K,r are constants (dependent on A and m) independent of g and .

Proof. On polynomials of degree less than or equal to m, every difference
operator consisting of terms of order > m is zero. Hence on such polynomials

VET] acts as []1_, 0%, Vi /i=D

The operator VEZ”] is a finite difference operator. It follows that

2If we assume only that f has bounded derivatives of order < t, we shall get the
same results but only for these derivatives.
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k

(VA= 3" eif(zo — ),

i=1

for some u; € A and for every function f. Therefore, one has the uniform
estimate

(VR D@0l < ellfllzs (18.12)

where ¢ = Zle lci|, » = max(|u;]), and as usual, A, denotes the disk of
radius r centered at 0.

Given f, let ¢ be the Taylor series of f at xg truncated at degree < m. We
have then [V[Xl] —DAl(f) = [VEZ"] — D4|(f — q). Since m > k, we have also
Da(f — q)(zo) = 0; hence

VI — Dal(f) (o) = (VE(f = @) (x0)- (18.13)

We now apply this to the function f = oy,,9 at the point x¢/h. Denote by ¢
the Taylor series of g at xy truncated at degree < m. We obtain the estimate,
using (18.12), (18.13) and (6.1):

V5 = D al(o1/n9) (@o/R)| = (Vo1 )4 (g — @) (wo/h)
< cllovn(g = D= (@o/htra) = cllg = allL(zo+2an,)

S hm+1K Z ||Dag||Loo(x0+Ah7‘)'

|a]=m+1

The constant K = cCr™*! is an absolute constant independent of g,z
(but depends on m and A).

Theorem 18.26. Under the algorithm f, = A%(f), for any domain G and
for every multi-index o € N* with |a| < m(X) — 1, we have

[10% fn — 0% fllL=(c) = O(hmX)=lely,

Proof. Given any domain H whose closure lies in G, we may extend the re-
striction of f to H to a function defined on V having uniformly bounded
derivatives up to order m(X)— 1. If we prove the estimate for such functions,
we are easily done.

We prove first the estimate

IDy fr = Dy flloe = O(R™)=IYT) (18.14)

for the differential operators Dy, where Y is a sublist in X that is not a cocir-
cuit and then show how the required estimate follows easily from this. Recall
that (cf. Proposition 7.14), we have Dy (Bx) = VyBx\y as distributions.
Under our assumptions, Dy (Bx) as well as Dy g for any g € Sx is in fact a
function, although when |Y| = m(X) it need not be continuous.
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Let (Dy f)n = A’;(\Y(Dyf). Since we have m(X \'Y) > m(X) — Y|, we
deduce from Theorem 18.20 that ||(Dy f)n — Dy f||ee = O(R™X)=IY1) hence
the theorem is proved once we establish the estimate

Dy fr — (Dy fnlloe = ORIV,
Using the commutation rules (18.3) and the choice (18.11) of Qx, we get
Dy fr = h—\Ylah(DyBx ' Qxovnf) = h—IY\Uh(vYBX\Y ¥ Qxonf).

Set QX\Y = HZGX\Y Tz(m(X)) and observe that Vy [,y Tz(m(X)) = Vgﬁn(x)]
(as in Lemma 18.25). We get finally

Dy fn = on(Bx\y *' QX\Yh_‘YIVg:n(X)]Ul/hf)o (18.15)

Compare (18.15) with the approximants to Dy f:
(Dy f)n = on(Bx\y ¥ @x\yo1/nDy f).

By construction, QX\Y — Qx\y is a sum of terms of order > m(X \'Y') hence
these approximants differ (by Lemma 18.23) from the approximants

(B;’/f)h = on(Bx\y ¥ Qx\yo1/nDy )

by order O(h™X\Y)),
From the estimate

Dy fr — (Dy f)nl < Dy fu — (Dy f)ul + |(Dy f)n — (Dy f)al

we are reduced to showing that |Dy fy, — (Dy f)n| = O(RCO=IYI+1),
We have

Dy fu — (Dy f)n = on (BX\Y * Qx\y hily‘v[;n(x)]al/hf - U1/hDYfD-
Clearly
lon(Bx\y *' QX\y[h_ngT(X)]m/hf — 018Dy f])]o0o

=|Qx\vBx\y * (YOl Dy )o1 /i flloo-
The norm | f *a|s of the convolution f*a of a function with compact support
f by a sequence a is clearly bounded by Cla|, where C = |f|ood and d is
the maximum number of points in A that lie in the support of a translate
Tof of f as a varies in A. We can now apply the estimate to the sequence
(vgn(x)] — Dy)o1,f (computed on points of A), given by Lemma 18.25. We
obtain an estimate O(R™X)*+1) proving formula (18.14).

Now let m < m(X) — 1. Since for any sublist Y of X with m elements we
have that X \ Y still generates V, we deduce by a simple induction that the
operators Dy linearly span the same space spanned by the partial derivatives
0%, a € N°, with |a| = m. Thus the claim of the theorem follows.
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Remark 18.27. Theorem 18.26 is also independent of the way in which we
perform the truncation, or in other words, on which superfunction we choose
in Sy. In fact, we may apply Lemma 18.23 to any derivative 0 f and see
that the algorithm, applied to a function f of class C™,n > m(X), changes
by a function that goes to zero as fast as h*C, where k = min(m(X),n — |a/).

18.2 Super and Nil Functions

18.2.1 Nil Functions

Definition 18.28. Let F' be a function with compact support.
We say that F' is nilpotent of order r if for every polynomial ¢ of degree
strictly smaller than r, we have F ' ¢ = 0.

For a list X and F € Sx we say that F' is nilpotent if F' " ¢ = 0 for all
q € D(X).

Remark 18.29. A nilpotent F' € Sx is also nilpotent of order m(X).

We clearly have the following

Proposition 18.30. If Fy is a superfunction and Fy € Sx has compact sup-
port, Fy is a superfunction if and only if Fy — Fy is nilpotent.

Take an element F' € Sy of the form Bx x a, where a is a sequence with
finite support. Thus F' has compact support, and by formula (6.7), we have,
for every f,

F+ f=(Bxxa)* f=DBx* (fx*a).

If f e D(X), we also have f+xa € D(X) and Bx ' (f *a) = 0 if and only if
f*a=0. Thus Bx *a is nilpotent if and only if f*a = 0 for every f € D(X).
We interpret the convolution with a sequence with finite support as the action
of the corresponding difference operator. Thus using the ideal Jx of difference
equations satisfied by D(X) (Theorem 16.5), we get the following result:

Theorem 18.31. A function F = Bx * a, where a is a sequence with finite
support, is nilpotent if and only if a € Jx, that is, F € JxBx.

We have proved that a function Bx * a with compact support can also be
expressed as Bx * b with b of finite support (Theorem 18.6). We deduce the
following corollary:

Corollary 18.32. The space of nilpotent functions in the cardinal spline space
equals Jx Bx .

Moreover, let J be the ideal of C[A] generated by the difference operators
Va, a € A. For any T € C[A], the function F = T Bx is nilpotent of order
>rifand only if T € J".
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We want to relate the notion of nilpotent functions with the algorithm
(18.6).

Consider F' = T By and the family of functions o (F' *" 01/,9) when g is
bounded with its derivatives up to order m(X)

Proposition 18.33. Let r < m(X) and F = TBx. Then F is nilpotent of
order > r if and only if (for any such g) the sequence oy (F'*' 01/,9) converges
to zero as O(h").

Proof. In one direction this is an immediate consequence of Lemma 18.23. In
the other we argue as follows. Assume that oy, (F *" 01/,9) converges to zero
as O(h"). Let j be the minimum such that T € J7. Since T ¢ J7~1, there is
a homogeneous polynomial g of degree j with Tiq # 0, and since T € J7, we
have that T'q is of degree 0 and we may assume T'g = 1. Choose g coinciding
with ¢ on some open set H. On H we have

on(TBx % o1/n9) = Won(Bx ' Tq) = IY.
Thus j > r.

As a consequence, we get our next theorem:

Theorem 18.34. Given F' = TBx € Sf( with T a finite difference operator
for which the algorithm g—on(F* 01,,9) converges to zero as O(h™X)), then
F is a superfunction of power m(X).

Proof. By Proposition 18.30 we need to show that FF = QxBx + N with N
nilpotent of order > m(X). We make the computations locally on some large
disk, so we can take among our input functions also polynomials. Let p be a
homogeneous polynomial of degree ¢ < m(X). We have

on(F « o1/np) = on(TBx #' h'p) = hlon,(TQY (p)),

where Q}l is the inverse of Qx modulo J™X) If T € J™X)  the polynomial
TQ)_(1 (p) is zero. Otherwise, develop the polynomial T' Q}l (p) as TQ)_(1 (p) =
E;:o gj(x), where g;(z) is the homogeneous component of degree j. We
have htah(TQj(l(p)) = 22;10 qj(z)h!~7. Therefore, p — op(F «' o1/pp) =
p— ZE’:O ¢;(z)h'~7 is a polynomial in h of degree at most ¢; hence it is
of order = O(R™X)) if and only if p — ZE;E ¢;(z)h!=7 = 0, equivalently
(1-— TQ;(l)p = 0. If we assume that this is valid for all p of degree smaller

than m(X), we need to have that 1 -7Q"' € J™X). Hence Qx —T € J™X),
and the claim follows.

It may be of some interest to choose among all superfunctions some that
are particularly well behaved, in particular with support as small as possible,
in order to minimize the cost of the algorithm. For this we have to choose
a possibly different normalization for Qx, that is uniquely determined only
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modulo Jx. One normalization is the following. We have proven in Theorem
13.19 that given a chamber ¢, the classes of elements e® as a € §(¢|X) form
a basis of C[A]/Jx. Thus we can write, modulo Jx, any difference operator
uniquely in the form . 5(c|x) CaTa- We deduce that the superfunction can
be chosen with support contained in Uges(c|xya+ B(X). A different choice of
¢ may yield a different normalization.

Remark 18.35. In the 1-dimensional case, set 7 = 71, and C[A] = C[r,771]. If
X = 1™, we have that Jx = ((1 — 7)™), and D(X) is the space of polyno-
mials in = of degree < m. Thus the usual argument using the Vandermonde
determinant shows that given any distinct integers ai, ..., a,,, the classes of
the elements 7,, = 7% form a basis of C[r,771]/((1 —7)™). In particular, we
want to keep these numbers a; close to 0, so for m = 2k+1 odd we may choose
—k,...,0,...,k, while for m = 2k even we may choose —k,...,0,...,k— 1.

Examples. Let us use a notation as in Example 7.9. We denote by

sm(z) = (it Z_—il)m“bm(x) a superfunction associated to by, (z). Given

a > 0, we define ng ,, = V%b,,. This is a nilpotent function of degree a.

2 4f 6 8 10 12
=25}
-1 1 2\7 4 5 5 s
-0.5
=75

-1 =100t

Fig. 18.1. sa2(z) and s5(x)

We add some nilpotent functions.

6000 1x 107
4000 7.5x 10%
1]
2000 [. 5x 10
A { \ 2.5% 10" A
15 “’2{ I ‘\/I\su 35 P [in

2000 x 65 ol [[[6] |/ Bo = 85 s0
-2.5x 10Y
-4000 -5x 10"
-6000 ~7.5x 107
-8000 ~1x 10"

Fig. 18.2. ny14(z) and ns 46(x)
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Remark 18.36. For any integrable function f we have fv Vaofdp = 0, where
dy is a translation-invariant measure.
Thus given any polynomial p(x1,...,z;) and elements a; € X, we have

/Vp(val, ... Va)Bx du = p(0).

In particular, by the previous remarks and the expression (18.9) for Qx we
deduce that fv Fdp =1 for any superfunction F associated to By.

18.3 Quasi-Interpolants

18.3.1 Projection Algorithms

In this section we analyze some algorithms of interpolation different from the
one proposed in Section 18.1.6. We follow closely the two papers [75], [76].

The starting point of any such algorithm is a linear functional L map-
ping functions (with some regularity restrictions) to splines in the cardinal
space Sx. Omnce such a functional is given, one can repeat the approxima-
tion scheme associating to a function f and a parameter h the approximant
fn = onloyf. Of course, in order for such an algorithm to be a real ap-
proximation algorithm, one requires suitable hypotheses on L. Let us review
some of the principal requirements that we may ask of L.

(1) Translation invariance. By this we mean that L commutes with the trans-
lations 7., Va € A.

(2) Locality. In this case one cannot impose a strong form of locality, but one
may ask that there be a bounded open set {2 such that if f = 0 on (2,
then Lf also equals 0 on 2.

If we assume translation invariance, we then have also locality for all the
open sets a + £2,a € A.

(3) Projection property. One may ask that L be the identity on suitable
subspaces of Sx. For instance, the algorithm treated in Section 18.1.6 is
the identity on the space D(X) of polynomials contained in Sx.

Let us start to analyze the previous conditions. We shall do this in the
unimodular case, that is, when all the bases extracted from X C A are in fact
integral bases of the lattice A. In this case one knows the linear independence
of translates of the box spline (Theorem 17.11).

In this case, the functional L can be expressed through its coordinates:

Lf =Y La(f)Bx(z —a).

acA

If we assume translation invariance L7, = 7, L, we have
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nLf =Y Lo(f)Bx(z—a—b)=>_ Lay(f)Bx(z — a).
acA a€A

On the other hand, L7y f =}, 4 La(7sf)Bx(x — a), so that by linear inde-
pendence, we get the identities Lqyp(f) = La7pf, Va,b € A. In particular, L
is determined by the unique linear functional Ly by setting L, f := Lo7.f.

A question studied in [75], [76] is whether we can construct Ly and hence
L so that L is the identity on the entire cardinal space Sx. From the previ-
ous discussion, assuming X unimodular, we only need to construct a linear
functional Lo such that on a spline g = > . 4 ca Bx (7 —a), we have Log = co
and set Lf =3 ., Lo(f(z —a))Bx(z — a).

A way to construct such a linear functional Lg is the following. Consider
a bounded open set 2 with B(X) N 2 # 0. The set

A=Aa,...,ap} :={aeA|(a+ B(X))N#0}

is finite and 0 € A, say 0 = «3. Since Bx is supported on B(X), only
the translates Bx(z — @), o € A, do not vanish on 2. We have shown in
Proposition 17.13 that the restrictions of the functions Bx (z — a), o € A, to
2 are still linearly independent. Let us denote by Sx(A) the k-dimensional
space with basis the elements Bx (z — «), a € A.

Notice that, if we have such an Lg that is local on {2, we must have

Lo(anBx(x—a)> =co= LO( Z caBX(a:—oz)> = Z caLo(Bx(z—a)).

a€A acA acA

In order to determine an L( that satisfies the previous identity, we proceed
as follows.

Suppose that we show the existence of k linear functionals T; (on the given
space of functions that we want to approximate), i = 1,...,k, local on {2 and
such that the k x k matrix with entries a; ; := T;Bx (x — ¢;) is invertible. We
have then on the space Sx(A) that T; = Zle Ca,;0j4. If by 1, are the entries
of the inverse of the matrix (a; ;), we have

k
Co = Coy = Zbl,hTh (1816)

as a linear functional on Sx(A). So we set Lg := Zﬁzl b1,nTh.

18.3.2 Explicit Projections

There are several possible approaches to the construction of k& functionals T;
with the required properties. One is to consider the Hilbert space structure
and define for a; € A the functional T;f := [, f(z)Bx(z — o;)dz. By the
local linear independence, these functionals are clearly linearly independent
on the space Sx(A).
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A second method consists in observing that by the linear independence,
one can find k£ points pq,...,pr € {2 such that the evaluation of functions in
Sx(A) at these points establishes a linear isomorphism between Sx(A) and
R*. In other words, the k x k matrix with entries Bx (p;—a), i = 1,...,k, a €
A is invertible, and we can define T;f := f(p;) as the evaluation of f at the
point p;.

In general, it seems to be difficult to exhibit explicit points with the re-
quired property (although most k-tuples of points satisfy the property).

Let X = {a1,...,a;m}- We make some remarks in the case in which we
choose 2:={>°1"  tia;, 0<t; <1} = B(X), the interior of the zonotope.

Let ox := >_.", a; and observe the symmetry condition a € 2 <=
ox —a € f.

Let A := 2N 274 be the set of half-integral points contained in {2 and
B:={jeAl2—-jnNnR#0}

Proposition 18.37. The mapping ¢ : a — 2a — ox, is a bijiection between A
and B with inverse ¢! : b 1(b+ox).

Proof. First let us show that if a € A, then 2a — ox € B. In fact, we have
that
ox —a=a—(2a—ox) € 2N (22— (2a —o0x)).

Conversely, assume b € B and let a := 1(b+ ox). Clearly a € 271 A.
We claim that also a € (2. By assumption, there is an element ¢ € {2 with
c—b e (2, and by symmetry ox —c+ b € (2. Since {2 is convex, we finally
have that 2(ox —c+b+c) =a € 2.

One may thus conjecture that the half-integral points in {2 give rise to an
invertible matrix C' with entries ¢, 5 := Bx(a —2b+0x). This can be verified
in simple examples.

If ¢*® are the entries of the matrix C~!, we deduce from (18.16) that

Lof =) ™" f(b)
beA
and the projection operator L is given by
Lf= Z [Zco’bf(b— a)}BX(x —a).
acA beEA

Of course, a further analysis of this formula, from the algorithmic point of
view, is desirable, but we shall not try to go into this.
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Stationary Subdivisions

In this chapter we want to sketch a theory that might be viewed as an inverse
or dual to the spline approximations developed from the Strang-Fix condi-
tions. Here the main issue is to approximate or fit discrete data through
continuous or even smooth data. In this setting, an element of the cardinal
spline space ) ., Bx(z — a)g(«) is obtained as a limit of discrete approxi-
mations. The main reference is the memoir of Cavaretta, Dahmen, Micchelli
[31], where the reader can find proofs of the statements we make; see also Dyn
and Levin [52].

19.1 Refinable Functions and Box Splines

19.1.1 Refinable Functions

The relevance of box splines for the type of algorithms that we shall discuss
in this section comes from a special property that they possess.

For the box splines, the values at half-integral points are related to the
values at integral points by a linear relation:

Definition 19.1. Let d > 1, d € N. We say that a continuous function F
is d-refinable! if there is a finite difference operator T' = > i CiTa;, i €Z°,
with constant coefficients such that

F(z) = 01,4TF(z) = Z ciF(dx — a;). (19.1)

T is called the mask of the refinement.

Remark 19.2. We can write the refining equation also as F'(z) = T"04 /4 F(x),
where T" =3, ¢i74, /4

!This is not the most general definition of refinable, cf. [31].
C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 333
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Thus the condition is that F'(x) lies in the space spanned by the translates of
F(dz) under d=1Z%. A 2-refinable function will usually be called refinable.

This condition, plus the condition that F(z) has compact support, are a
starting point (usually for d = 2) for building a theory of wavelets, a basic
tool in signal-processing analysis (cf. [38], [78]).

Remark 19.3. (i) Let d € N,d > 1, and take z = a/d*, with a € Z*. The
identity (19.1) shows that F(a/d*) is computed through the values of F at
the points b/d*~1, b € Z°, and so recursively at the integer points. Since
we assume F' continuous and the points z = a/dk7 a € 7Z° are dense, this
determines F' completely once we know its values at integer points.

(ii) The same equation puts a constraint also on integer points. As one
easily sees by the first examples, these constraints are insufficient to determine
the integer values. Nevertheless, we shall see that up to a multiplicative
constant, F' is uniquely determined by T (Section 19.1.4).

Clearly, if F' is d-refinable it is also d*-refinable for all k& € N. In fact, in most
applications we take d = 2 and insist that the vectors a; be integral vectors.
If F has support in a compact set A, then F(2¥z) has support in 27%A, and
refining F' expresses it as a linear combination of functions of smaller and
smaller support.

Proposition 19.4. The boz spline Bx is refinable:
1

Bx(#) = 55 [T +7ap2)o1Bx(x) (19.2)
aeXx
1 1
= 9x-s73 H (14 7,)Bx(z) = COSES Z Bx(2z — ag).
acX SCcX

Proof. The Laplace transform of By is [[,cx (1 —€™%)/a, so that by (18.2),
the Laplace transform of By (2z), is 27 [[,cx (1 — e~%?)/(a/2). We have

—a/2

[ = Lo [

a€eX acX aceX

Therefore, by the properties of the Laplace transform (cf. (3.4)), we have in
the nondegenerate case

BX = 23_|X|O% H (1 +Ta)BX-
acX

In the one-dimensional case the property is straightforward hence the identity
follows unconditionally.

In general, given a refinable function F' with mask 7, it is a difficult ques-
tion to decide whether a function G := AF obtained from F' by applying a
difference operator A = p(7,) is still refinable.
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A function G is refinable if there is a difference operator S with G = o 1 SG.
Thus substituting, yields SAF = 0'11140% TF. A sufficient condition, that is
2

often also necessary, is that SA = UzlAO'%T =p(r2)T.
2

Let us see this in the one-variable case. We have that A, T, S are Laurent
polynomials and we need to study the equation (in the unknown )

S(x)A(z) = A(z®)T (). (19.3)

Assume that A has no multiple roots. The compatibility condition for equa-
tion (19.3) is that if a is a root of A, then either « is a root of T' or o2
is a root of A. For instance, if we start from the spline F' = b,,, where
T = 27™(1 + x)™*!, we see that the roots of A are a subset of the set I
of roots of 1 such that if o € I, then either a® € I or a = —1. In this way
one generates various new polynomials and corresponding functions. We shall
return to this problem in the multivariable case later on.

19.1.2 Cutting Corners

The starting idea in this theory, used in computer graphics and numerical
analysis, goes back to de Rham (cf. [49]), who showed how to construct a
sufficiently smooth curve fitting a given polygonal curve by an iterative pro-
cedure of cutting corners. Of course, a polygonal is given by just giving its
sequence of endpoints P;, ¢ = 1,...,m, that have to be joined by segments.
This can be thought of as a function f(i) := P; with f(i + m) = f(¢). In
general, we can start with a vector-valued function a defined on the integer
lattice Z° as input. The algorithm proceeds then by steps:

e Construct successive potential smoothings that are functions on the refined
integer lattice 27F7Z5.

e Pass to the limit to determine a continuous or even differentiable (up to
some degree) function that represents the smooth version of the discrete
initial datum.

Since the work of de Rham, it has appeared clear that unless one chooses
extremely special procedures, one tends to define objects with a very fractal
nature. As we shall see, one of the efficient procedures is based on the box
splines, and this justifies including this topic here.

Let us start now in a more formal way. We are going to consider a mesh
function on a lattice A as a distribution D = 27°% 7, a(A)dx. In what
follows we are going to choose D with finite support.

Choosing coordinates, i.e., an integral basis e; of A, and A = ). m;e;, we
identify e* = e2=:i ™i¢ with the monomial [I;_, " and the Fourier-Laplace
transform of D with the Laurent polynomial 27¢ Y, a(\)2?.
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We now consider T' := o1 (D) = 27° > xeze @A)y /2 and the following
recursive algorithm, associated to T'. Given g = >, g(A)dx a discrete distri-
bution supported on A, that represents the discrete data that we want to fit
with a continuous function, we recursively define

go =9, Grki1:= J#(T) * g = O'%k(T) w0 (T)*T *g. (19.4)

1
2

The notation we use is

T=2"7° Z a(N)oxs2, g = 27k Z gg\k)(&/gk.
AeA AeA

Then we have

rr1 = 0yn(T) g = 270D Y 7% “a(N) g8y jorrr g0,
[T

1k
2

or

g =3 a(n - 2)g P
m

By induction, gj is a distribution supported on the lattice 27*7Z2.

One of the main goals of the theory is to understand under which condi-
tions this sequence of distributions converges, in a suitable way and for all
reasonable input functions g, to a limit function § that is continuous. In this
case we call g a continuous or smooth fitting of the discrete data g. Of course,
in computer graphics the purpose is to plot the smooth function g by plotting
one of its discrete approximants gg.

The fundamental case to which the general case can be reduced is that in
which we start with g = dg. Let us call the resulting sequence Tj. We have

T0:50, T1:T7...7Tk+1:0-2ik<T)*Tk’

and for a general g, gr = T} * g. Notice that if X, is the support of the
distribution 7', then for each k, we deduce that the distribution T}, is supported
in Xo+ %Xo—i—- -+ %XO. Thus when this sequence converges to a distribution,
it converges to one with compact support contained in the convex envelope of
2Xy.

The general form of the iteration given by (19.4) and the possible limit is
now

g=limge, lmT=T = G="T=g.
Thus assuming that 7 is a function, the function g(z) = 3", T'(x — k)g(k) lies
in the cardinal space generated by 7'

Since for every k > 0 we have Ty, 11 = 01 (Ti)*T and D = 27° 3 a(a)da,
if we can pass to the limit under this identity we have the following proposition:

Proposition 19.5. T = o1 (T)*T = o1 (D x 7).
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The important remark made in [31] is that the previous proposition, in
which the limit distribution T exists and coincides with a continuous function
¢, implies the following functional equation for ¢:

2Txo1(p) =6, Y a(a)p(2z—a) = ¢(x). (19.5)

acA

This functional equation expresses the fact that ¢ is refinable, in the sense of
Definition 19.1.

Conversely, let us begin with a continuous refinable function ¢(x) satisfying
Y aca @(@)0(2z—a) = ¢(x). One can then take the corresponding distribution
T=27°% caa(a)dy/s and ask whether the sequence T}, converges to ¢.

We refer to [31] for a thorough discussion of the convergence problem in
general. In the next paragraph we shall treat in some detail the case that ¢
is a box spline.

Remark 19.6. We still use the word mask for T to mean either the sequence
of coefficients a, or the Laurent polynomial ), a(a)z®.

19.1.3 The Box Spline

We want to show how the previous discussion applies to box splines. Let us
start with a basic example.

Ezample 19.7. Let s = 1 and take the box spline by (), that is, the characteris-
tic function of the half-open interval [0,1). Then by(z) satisfies the refinement
equation by(x) = (14 71)bo(22) = o1 (1 + 7)bo). Thus the associated distri-
bution is T = £ (o + d1), and

2k 1

1
Tk- - 27 Z 51/2k
=0

k
For any function f, Ty * f is the Riemann sum 2% Z?:al f(i/2%). Thus
the distributions T} are measures and have as weak limit the characteristic
function of the interval [0, 1).

A way to analyze the previous theory for box splines is to reduce to the basic
example using a convolution argument. If we start with two distributions T, .S
with finite support, then also 7" % S has finite support, and we see by an easy
induction that the sequences of distributions Ty, Sk, (T * S)j are related by:

Tk * Sk = O'%(T) *Tk—l *U%(S) * (Sk—l) = U%(T* S) * (Tk—l * Sk—l)
27 2 2
= (T* S)k-
Given a list of vectors X = (ai,...,an), consider the measures 3 (8o + J,,/2)

and their convolution product
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N
T =2 N[ [(00 + ar2) =27V ) Gug o

i=1 Scx
The following lemma is immediate from the definitions.

Lemma 19.8. The measure TkX 1s the push-forward measure, under the map
(t1,....tn) = Y., tiai, of the measure 27*N ZpEQ—kZNﬂ[OJ)N dp, supported
in the lattice 27*ZN restricted to the cube [0,1) with value 27*N at these
points.

In other words, the value of T;X against any function f is the Riemann sum

associated to fol e fol f(zilil tia;)dty - - - dt y for the lattice 27K Z restricted
to the cube [0, 1)V,

Theorem 19.9. For TX = 27Xl [Ticx (60 + 84/2), the sequence TS con-
verges weakly to Bx .

For a discrete datum g, the corresponding sequence g = ai( * g converges
weakly to Bx *' g.

Proof. Everything follows from the convergence of the basic example by ap-
plying convolution. We leave the details to the reader.

Example 19.10. One of the first algorithms used to round corners is that based
on the quadratic spline by of class C'. It is known as the Chaikin algorithm
(see [32]). The mask is 2D = %(8y + 301 + 352 + &) and the recursive rule is

1 1 3
k k k+1 _ k k
= 19 + p9i+1 92001 = Y + 1 9i+1

3
k+1 _
92;

Fig. 19.1. The curve on the right is obtained applying the algorithm three times
to the polygon on the left.

Summarizing, we have that to a discrete input data given by a function
g(«) one associates as limiting function the element of the cardinal spline
space given by By #' g. Such functions appear as approximations of smooth
functions in the Strang-Fix approach and also as continuous interpolations of
discrete data in the subdivision algorithm.
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Putting together these two things, we see that if we have a function g and
we know its values at the points of the lattice 27*Z°, we have two possible
approximations by splines, one continuous using the superfunction and the al-
gorithm (18.6), the other discrete using the box spline and the cutting corners
algorithm.

19.1.4 The Functional Equation

There is nothing special about the number 2 in formula (19.5), except perhaps
the fact that computers use binary codes. In general, given a distribution T’
with finite support and a positive integer h, one can study the functional
equation

T+ o1n(¢) = o, (19.6)

for an unknown distribution ¢.
For this one may apply the Paley—Wiener theorem ([121] Section VI.3):

Theorem 19.11. An entire function F' on C™ is the Fourier—Laplace trans-
form of a distribution v of compact support if and only if for all z € C™, one
has

|F(2)] < C(1+|2|)NeBlImE) (19.7)

for some constants C, N, B. The distribution v in fact will be supported in the
closed ball of center 0 and radius B.

Additional growth conditions on the entire function F impose regularity prop-
erties on the distribution v.

We can thus try to study the functional equation (19.6) in terms of the
Laplace transform (let us point out that since we use Laplace transforms,
we have to replace the imaginary part of z with the real part). Recall the
identities

L(oyn(9)) = h™*onL(¢), L(T) =Y a(a)e”.
a€eA
We know that Laplace transforms changes convolution into product. Setting
F(z) := L(¢), the functional equation (19.6) is transformed into

h’s( 3 a(a)e! Z>)F(z/h) - F(2). (19.8)
acN

We shall call this equation the refining equation for F(z). Now we have the
following easy result:

Proposition 19.12. Let A(z) be a formal power series in the s variables
z = (z1,...,25). Consider the functional equation in the algebra of formal
power series

A(2)F(z/h) = F(z);  assume h*#0,1,Vk € N. (19.9)
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(1) There exists a nonzero solution to (19.9) if and only if A(0) = h' for some
integer t > 0. In this case the solution has the form F(z) = 35, bj, b;
a homogeneous polynomial of degree j with by # 0, and it is uniquely
determined by b;.

(2) Assume A(z) = Y, ar(z), where ar(z) denotes the homogeneous part of

degree k of A(z). If |ar(z)| < C’%, for two positive constants C, E
and 2 < h € R, then F(z) is an entire function.

Proof. (1) Assume that there is a solution of the form F(z) = > ., b; with
b, # 0. Equating the terms of degree t, we have b;(z) = A(0)bs(2/h); hence
1=A(0)h .

Assume now A(0) = h' and choose arbitrarily b; # 0 homogeneous of
degree t. Write A(z) = >_,7 ) ar with ay the part of degree k. We want to de-
termine a solution F(z) = > p-, by, to (19.9). We have F(z/h) =Y 7, h=*b,
and hence (19.9) we is equivalent to the identities

k—1
> hTIbjag_j =b(1 - h'F).
j=t
These allow us to compute by recursively, starting from b;.

(2) Under the assumption |ay| < C(EI 2" e will find a constant D with
|bj(z)| < (hD)(E|z])7 /4! for all j. Set K =2C > (1 - h=%)"1C, Vk > t.
Assume that D has been found satisfying the previous inequality for all j < k.

b (2)] < (1 htkl}:h”bmkﬂ

< (-t Zh il ‘% (k 1 'j )E|z\)k
_ K<’“i e

Jj=0

As soon as D > max((h—1)"1, Kh™!), we have K(1+ D)*¥~! < (hD)*. Thus
this choice of D satisfies, by recursive induction, all the inequalities.

Remark 19.13. The proof is rather formal, and it applies also when A(z) is a
matrix of formal power series and F' a vector. In this case we assume that
A(0) is an invertible matrix.

Consider the special case in which A(z) is of the form >°1" | a;e{®t 12}, Setting

k
C = 3", la;] and E = max(|a;|), we have the estimate |ax| < C%.
Therefore, if ), a; = 1, the refining equation (19.8) has a solution, unique up
to a multiplicative constant, that is an entire function.
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We want to apply this to find a solution to the functional equation (19.6),
that is a distribution with compact support. We need to verify the conditions
of the Paley—Wiener theorem.

Recursively, assuming 1 < h € RT, we have

F(z) = A(2)A(z/h) ... A(z/h")F(z/R*+1).

Let us now make an estimate on F'(z), under the assumption that A(z) is of the
form Y ane!*!#) with all the o real. We first estimate |A(2)| < CeBRe(=)]
if all the a are in a ball of radius B. We have thus

|A(2)A(2/h) - - - A(2/hF)] < CFeBIR@ICIoh™)
|F(z)\ < CkeB(l—}rkfl)(lfhﬂ),l|Rc(z)\ |F(Z/hk+1)|.

So if h* <1+ [z] < h*1, we can estimate, setting Cyp = max.|<1 |F(2)],
IF(2)] < CkeB(l—h’k’l)(l—h’l)’l|Re(z)|CO < CkeB’lRe(z)lco
< Co(1 + [2])NeP IR,

where B’ = hB/(h — 1) and N is chosen such that C' < ™.

Theorem 19.14. If T' =" 1 a(a)1q with ) . 4 a(c) = h®, the refinement
equation has a solution, unique up to a multiplicative constant, that is a dis-
tribution with compact support.

19.1.5 The Role of Box Splines

We want to finish this chapter by showing that box splines can be charac-
terized as those distributions satisfying a refining identity and for which the
Fourier-Laplace transform is of the form

™ cjels
Zﬁ#? (19.10)
[Tiy @i
where ¢, j =1,...,m, a;, ¢ = 1,...,7 are linear forms and the ¢;’s lic in the

lattice Z°.
We can now state and prove the main result of this section.?

Theorem 19.15. Let h > 1 be a positive integer. Take an algebraic hyper-
surface S in a torus T stable under the map x +— z. Then there are finitely
many codimension-one tori U; and for each i a finite set A; of torsion points
of T/U; stable under x +— x" such that if m; : T — T/U; is the projection, we
have S = Uy, H(A;).

*We thank David Masser for explaining to us the context of this problem [79]
and Umberto Zannier for pointing out this simple proof.
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Proof. Let us first remark that if on a subvariety V of a torus T, a character y
has the property that |x(z)| =1, Vz € V, we must have that x is constant on
each connected component of V. This follows from the theorem of Chevalley
that the values of an algebraic map on an affine algebraic variety form a
constructible set, so a function on a connected variety is either constant or
takes all values except possibly finitely many.

Let us write the equation of the hypersurface S stable under x — x
as Eizl arXxr = 0 with the y, characters and a, # 0. Take an irreducible
component Sy of S. We claim that Sy is a torsion coset. i.e., that there is
a primitive character x> taking value on Sy a fixed root of unity. For this it
is enough to show that there are two distinct indices ¢,j < t such that for
x € Sy, we have |x;(z)| = |x;(z)|. Indeed, if this is the case, by the previous
remark the character x = x;x; = takes a constant value ¢ on Sp. On the other

h

hand, the set of transforms of Sy by the map = + z” is finite, so that also
the set Chk, k € N, is finite, showing that ¢ is a root of unity.

If x = my with ¢ primitive we have that ¢ also takes as values in a finite
set of roots of 1. Since Sy is irreducible it takes as value on Sy a single root
of 1.

If for each = € Sy, there are two distinct indices ¢, j with |x;(z)| = |x; ()],
we claim that for one such pair the equality holds for every x € Sy. Indeed,
there is a pair 4, j such that the closed set A; ; C Sy for which the equality
holds has nonempty interior. But a holomorphic function that has constant
absolute value on an open set is necessarily constant, proving our claim.

Assume by contradiction that there is a point x for which all the numbers
|xi(z)| are distinct. In particular, there is a unique i for which |y, ()] is
maximum. Dividing the equation )", a;x; = 0 by X;,, we get a new equation
that produces the identities of the form a;, +ZE#O aixi)lxi(xhk) = 0 for all £.
Notice now that |Xi_olxi(xhk)\ = (Ixi(@)]/Ixi0 (:17)|)hk tends to zero, implying
ai, = 0, a contradiction.

At this point we have shown that S is a union of torsion cosets. The
remaining properties are left to the reader.

The equation of such a hypersurface is given as follows, each U; is the
kernel of a primitive character x; and T/U; is identified to C*. In C* we
choose a finite set of roots of 1: (1, , (m, closed under the map ¢ + ¢ and
then the desired equation is of the form [, H;n:ll(xl —¢j)-

In general we may ask what are the polynomials p(z1, . .., zs) that have the
property of dividing p(z?,...,2"). Such a polynomial defines a hypersurface

of the previous type hence it is of the form
m;
H H(XZ — Cj)tj, tj > 0.
i j=1

3Recall that a character is primitive if it is part of an integral basis of the
character group, or if it is not a multimple x = my with m > 1.
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As a consequence, if p(x1,...,xs) has no multiple factors, it must be equal
(up to a monomial factor) to a product of elements []_; z"¢ — 1 with ¢
running over a finite set of roots of 1 closed under ¢ + ¢". In the general case
of multiple factors the situation is combinatorially more complicated, and we
will not analyze it.

Let us then consider the following question. Assume that ¢ is a refinable
function with compact support such that its Laplace transform is of the form

(19.10) that is,
Z;’Ll Cj6<ej |z>

H2=1<ai |2)

We want to prove the following result:

F=L¢=

Theorem 19.16. A function ¢ as described above is obtained from a box
spline by applying a suitable translation operator. Thus ¢ is in a cardinal
spline space Sx, where X is a list of integral vectors.

Proof. Write the refining equation in the form A(hz)F(z) = F(hz). First
remark that [T;_, (ai | hz) = h" [[;_; (@i | 2), hence Y 7, ¢;e also satisfies a
similar refining equation. Then use the coordinates in the torus e !#) = z¢ so
the refining equation implies that Z;n:l cjxef divides Z;nzl cjxhéf. In other
words, the refining equation implies that the hypersuface Z;nzl cj:zz-i = 0 sat-
isfies the conditions of the previous theorem. Therefore, the Laurent polyno-
mial 377" c;jx% is a product of factors of type [[;_, 2["( —1 = eXi=1 "% ( —1.
We observe that eXi=1 ™% ¢ — 1 vanishes at the origin if and only if { = 1. In
this case (e2i=1 % —1)/(327_, n;z;) is still holomorphic and nonvanishing at
0.

It follows that, in order for the function F' to be holomorphic, each linear
forms a; = Zle n; jz; appearing in the denominator, must cancel a zero
appearing in a factor of the numerator. This implies that a; = ¢; Zle N4 j2i,
with n; ; € Z and c¢; a nonzero constant, and that the corresponding factor is
of the form e2i=1m3% — 1,

In particular, each a; gives a factor (e® — 1)/a; of F. We see that in
this way we obtain only the Laplace transforms of box splines associated
to lists of integer vectors multiplied by a product of factors e2i=1 "% — 1.
These factors have to satisfy further combinatorial restrictions in order for
the refining identity to hold. In particular, we see that a function T'Bx in
the cardinal space is refinable only if the mask of T is one of these special
polynomials we have described.
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Minimal Models

One of the purposes of this chapter is to explain the geometric meaning of the
notion of residue introduced in Section 10.2.1.

This chapter is quite independent of the rest of the book and can be used
as an introduction to the theory developed in [42] and [46].

The main point to be understood is that the nonlinear coordinates u; used
in Section 10.2.1, represent local coordinates around a point at infinity of a
suitable geometric model of a completion of the variety Ax. In fact, we are
thinking of models, proper over the space U D Ax, in which the complement
of Ax is a divisor with normal crossings. In this respect the local computation
done in Section 10.2.1, corresponds to a model in which all the subspaces of the
arrangement have been blown up, but there is a subtler model that gives rise
to a more intricate combinatorics but possibly to more efficient computational
algorithms, due to its minimality.

In order to be able to define our models, we need to introduce a number
of notions of a combinatorial nature.

20.1 Irreducibles and Nested Sets

20.1.1 Irreducibles and Decompositions

As usual, let us consider a list X := (aq,...,a,) of nonzero vectors in V', that
in this section we assume to be a complex vector space. We are going to be
interested only in the hyperplanes defined by the equation (a;|z) = 0, and
therefore we shall assume that the a;’s are pairwise nonproportional and we
may think of X as a set of vectors.

Definition 20.1. Given a subset A C X, the list A := X N (A) will be called
the completion of A. In particular, A is called complete if A = A.

The space of vectors ¢ € U such that (a|¢) = 0 for every a € A will be
denoted by A+. Notice that clearly A equals the list of vectors a € X that
vanish on AL,

C. De Concini and C. Procesi, Topics in Hyperplane Arrangements, Polytopes 347
and Box-Splines, Universitext, DOI 10.1007/978-0-387-78963-7_20,
© Springer Science+Business Media, LLC 2010
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From this we see that we get an order-reversing bijection between the
complete subsets of X and subspaces of the arrangement defined by X.
A central notion in what follows is given in the following definition:

Definition 20.2. Given a complete set A C X, a decomposition of A is a
partition A = A; U Ay U --- U Ay into nonempty sets such that

(A) = (A1) ® (A2) @ -+ @ (Ay).

Clearly, the sets Ay, As, ..., Aj are necessarily complete.
We shall say that a complete set A is irreducible if it does not have a
nontrivial decomposition.

If A = A; U A, is a decomposition of a complete set and B C A is
complete, we have B = By U By, where B| = A1 N B, B, = Ao N B. Also
(B) = (B1) @ (Ba), and we have the following:

Lemma 20.3. B = By U By is a decomposition unless one of the two sets is
empty.

We deduce immediately the following result:

Proposition 20.4. If A = A1 U Ay is a decomposition and B C A is irre-
ducible, then B C Ay or B C As.

From this get our next theorem:

Theorem 20.5. Every set A can be decomposed as A = A1 U As U---U Ag
with each A; irreducible and

(A) = (A1) & (A2) & -+ & (Ap).
This decomposition is unique up to order.

Proof. The existence of such a decomposition follows by a simple induction.
Let A = By UBs U---U By, be a second decomposition with the same
properties. Proposition 20.4 implies that every B; is contained in an A; and
vice versa.
Thus the A;’s and the B;’s are the same up to order.

We call A =A; UAsU---U A, the decomposition into irreducibles of A.

20.1.2 Nested Sets

We say that two sets A, B are comparable if one is contained in the other.

Definition 20.6. A family S of irreducibles A; is called nested if given el-
ements A;,,...,A4;, € S mutually incomparable, we have that their union
C = A, UA;, U---UA,, is a complete set with its decomposition into
irreducibles.
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Remark 20.7. If Aq,..., Ay is nested, we have that U; A; is complete. In fact,
this union can be obtained by taking the maximal elements, which are neces-
sarily noncomparable, and then applying the definition of nested.

We are in particular interested in mazimal nested sets, that we denote by
MNS.

Nested sets can be inductively constructed by combining the following two
procedures, that are easily justified.

Proposition 20.8. (1) Suppose we are given a nested set S, a minimal ele-
ment A € S, and a nested set P whose elements are contained in A. Then
we have that S UP is nested.

(2) Suppose we are given a nested set S and a complete set A containing each
element of S. Then if A = Ay U---U Ay is the decomposition of A into
irreducibles, SU{A1,..., A} is nested.

Theorem 20.9. Assume that (X) = V. Let § := {A1,...,Ar} be an MNS
in X.

Given A € S, let By, ..., B, be the elements of S contained properly in A,
and maximal with this property.

(1) C := By U---U B, is complete and decomposed by the B;.
(2) dim(A) = dim(C) + 1.
(3) k = dim(V).

Proof. (1) is the definition of nested set, since the B;, being maximal, are
necessarily noncomparable.

(2) Let us consider (C) = @I_,(B;) C (A).
We have (C) # (A). Otherwise, since C is complete, by the definition of
nested set we must have A = C. Since A is irreducible and the B;’s are
properly contained in A, this is a contradiction.

Therefore, there exists an element a € A such that a ¢ (C). Let us define
A" =X N(C,a). We have C C A’ C A. We claim that A = A"

Otherwise, by Proposition 20.8, adding all the irreducibles that decompose
A’ to S, we obtain a nested family that properly contains S. This contradicts
the maximality of S. Clearly, A = A’ implies that (A) = (C') ® Ca and thus
dim(A) = dim(C) + 1.

(3) We proceed by induction on s = dim(V).

If s = 1 there is nothing to prove, there is a unique set complete and
irreducible, namely X.

Let s > 1. Decompose X = U, X}, into irreducibles.

We have that an MNS in X is the union of MNS’s in each X;. Then
s = dim((X)) = X1, dim((X,)).

Thus we can assume that X is irreducible. In this case we have that X € S
for every MNS S.
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Let By, ..., Bs be the elements of S properly contained in X and maximal
with this property.

The set S consists of X and the subsets S; := {A € S| A C B;}.

Clearly, S; is an MNS relative to the set B; (otherwise, we could add an
element to S; and to S, contradicting the maximality of S).

By induction, §; has dim(B;) elements, and thus by (2) the claim follows.

Given an MNS S, let us define a map
ps: X — S

as follows. Since UgesA = X, every element a € X lies in at least one
A€ S. Also, if an element a € X appears in two elements A, B € S, the two
elements must be necessarily comparable, and thus there exists a minimum
among the two. It follows that for any element ¢ € X there is a minimum
element ps(a) € S containing a.

Now a new definition:

Definition 20.10. We shall say that a basis b := (by,...,bs) C X of V is
adapted to the MNS § if the map b; — ps(b;) is a bijection.

Such a basis always exists. It suffices to take, as in the proof of Theorem 20.9,
for every A € S an element a € A — U; B;, where the B; are the elements of S
properly contained in A.

Given any basis b := (b1,...,bs) C X, we shall build an MNS S, to which
it is adapted, in the following way. Consider for any 1 <4 < s the complete
set A; = XN ({bi,...,bs}) ={bi,...,bs}. Clearly, Ay =X D A3 D--- D A,.

For each i consider all the 1rreduc1bles in the decomposition of A;. Clearly,
for different ¢ we can obtain the same irreducible several times. In any case
we have the following statement:

Theorem 20.11. The family Sy of all the (distinct) irreducibles that appear
in the decompositions of the sets A; form an MNS to which the basis b is
adapted.

Proof. By induction. Decompose X = A; = BiUBsU- - -UDBy, into irreducibles.
By construction,

s = dim(A;) Z dim(B

We have that A; = (A2 NB1)U(A2N Bg) -+-U (A2 N By) is a decomposition
of As, not necessarily into irreducibles.

Since dim(Az) = s — 1, we have
k
s —1=dim(A4s) ZdlmAgﬁB>

=1
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Therefore, dim(A4s N B;) < dim(B;) for exactly one index ig. In other
words, we must have that As N B; = B; for all the i # ig. For such an index,
necessarily by € B;,.

By induction, the family of all the (distinct) irreducibles that appear in
the decompositions of the sets A;, i > 2, form an MNS for (As), with adapted
basis {b,...,bs}. To this set we must thus only add B;, in order to obtain
Sp. Thus Sy, is a nested set with s elements, hence maximal, and the basis b
is adapted.

Remark 20.12. One can easily verify that conversely, every MNS § is of the
form S for each of its adapted bases.

20.1.3 Non Linear Coordinates

Now we introduce a nonlinear change of coordinates associated to a maximal
nested set.

So, choose an MNS S and a basis b := (by,...,bs) adapted to S. Let us
consider the b;’s as a system of linear coordinates on U.

If ps(b;) = A, b; will be denoted by bs. We now build new coordinates
za, A € S, using the monomial expressions

ba= [] zs (20.1)

BEeS, ACB

Given A € S, let S4 :={B C A, B € §}. Clearly, S4 is an MNS for A (in
place of X), and the elements bp with B € S4 form a basis of A, adapted to
Sa.

Take a € X with ps(a) = A and write a = ZBGSA cpbp, cp € C. Let us
now substitute the expressions (20.1), getting

a::ZCB H zZc

BeS,  CeS, BCC

H 2B (cA + Z CB H zc>. (20.2)

BeS, ACB BESA,B#£A  CE€S, BCCCA

Since A is the minimum set of S containing a, we must have c4 # 0.

At this point we can proceed as in Section 10.2.1 and define an embedding
of Rx into the ring of Laurent series in the variables z4, A € S.

Thus for a top form 1) we can define a local residue resg pt) (or ressty if b
is clear from the context).

20.1.4 Proper Nested Sets

We are going to tie the concepts of the previous section to that of unbroken
bases. Thus we start by totally ordering X. Our goal is to define a bijection
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between N'B(X) and a suitable family of MNS’s, that we shall call proper
nested sets. We need some preliminary steps.
Assume thus that the basis b := (by,...,bs) C X is unbroken.

Lemma 20.13. b; is the minimum element of ps, (b;) for every i.

Proof. Let A := ps,(b;). By the definition of Sp, we must have that A appears
in the decomposition into irreducibles of one of the sets Aj, = (bgy ..., bs)NX.
Since b; € A, necessarily it must be k < 1.

On the other hand, b; belongs to one of the irreducibles of A;, which
therefore, for each h < i, is contained in the irreducible of A, that contains
b;.

It follows that A must be one of the irreducibles decomposing A;. By def-
inition, of unbroken basis, b; is the minimum element of A; = (b;,...,bs) N X,
hence also the minimum element of A.

This property suggests the following definition:

Definition 20.14. Let S be a MINS. We say that S is proper if the elements
a4 :=mingey a, as A runs over S, form a basis.

Lemma 20.15. If S is proper, ps(aa) = A. Thus the basis {aa}acs is
adapted to S.

Proof. Let B € S with aq € B. Since ay € A, we must have that A and B
are comparable. We must verify that A C B. If B C A, then ay = mina € B,
and thus a4 = ap.

Since the elements a4 are a basis, this implies that A = B.

If S is proper, we order its elements Ay, ..., As using the increasing order
of the elements a4. We then set b; := a4,, and we have the following theorem:

Theorem 20.16. (1) The basis bg := (b, ..., bs) is unbroken.
(2) The map S — bg is a one-to-one correspondence between proper MNS’s
and unbroken bases.

Proof. (1) From Remark 20.7, setting S; := U;>;A;, we have that S; is com-
plete and decomposed by those A; that are maximal.

Clearly, by definition, b; is the minimum of S;. It suffices to prove that
S; = (b;,...,bs) N X, hence that (S;) = (b;,...,bs), since S; is complete.

We prove it by induction. If i = 1, the maximality of S implies that
S1 = X, so by is the minimum element in X. Now by ¢ Ss, so Sy # X, and
since Sy is complete, dim((S2)) < s.

Clearly, <52> D <l)27 ey b3>, SO <SQ> = <b2, ey b9>

At this point it follows that by induction, (bs,...,bs) is an unbroken basis
in So, and thus since by is minimum in X, (b1, bs, ..., bs) is an unbroken basis.

(2) From the proof, it follows that the two constructions, of the MNS
associated to a unbroken basis and of the unbroken basis associated to a proper

MNS, are inverses of each other, and thus the one-to-one correspondence is
established.
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20.2 Residues and Cycles

We can now complete our analysis performing a residue computation. Recall
that if b := (b1,...,bs) C X is a basis, we set

wp = dlog(b1) A --- Adlog(bs).

Theorem 20.17. Given two unbroken bases b, c, we have

Proof. We prove first that ress,wp = 1.

By definition, b; = [[ 4, - g 25; hence dlog(b;) = 3_ -5 dlog(zp).

When we substitute and expand the product we get a sum of products of
type dlog(zp,) Adlog(zp,) A -+ Adlog(zp, ) with A; C B;.

Now, in a finite poset P there is only one nondecreasing and injective map
of P — P into itself, which is the identity.

Therefore, the map A; — B; is injective only when it is the identity.
Therefore, setting z; := z4, all the monomials of the sum vanish except for
the monomial dlog(z1) A dlog(z2) A - -+ A dlog(zy,), which has residue 1.

The second case b # ¢ follows immediately from the next lemma.

Lemma 20.18. Let b, ¢ be two unbroken bases.

(1) If b # ¢, the basis ¢ is not adapted to Sp.
(2) If a basis c is not adapted to an MNS S, we have ressw, = 0.

Proof. (1) Let ¢ = {c1,...,cn} be adapted to S, = {S51,...,S,}. We want to
prove that we have b = ¢. We know that ¢; = by is the minimum element of
X.

Since Sy is proper, we have that S1 = ps, (c1) must be a maximal element
that is the irreducible component of X containing b; = ¢;.

Set X’ := SyU---US,. Then X’ is complete. The set Ss,...,S, coincides
with the proper MNS S associated to the unbroken basis b = {ba,...,bn}
of (X'} = (V). Clearly, ¢’ = {ca,...,c,} is adapted to Sy . Therefore, vV =¢
by induction, and so b = c.

Using the first part, the proof of (2) follows the same lines as the proof of
Lemma 8.14, and we leave it to the reader.

Remark 20.19. We end this section pointing out that by what we have proved,
it follows that for any unbroken basis b we have

res, = ress,,
with res;, as defined in Section 10.2.1.

The advantage of this new definition is that one uses monomial transforma-
tions of smaller degree, and this could provide more efficient algorithms.



354 20 Minimal Models

20.3 A SpecialCase: Graphs and Networks

We shall now investigate the notions we have just introduced in the special
case of the graph arrangements introduced in Section 2.1.3.

Let us take a graph I' with vertex set V and edge set Lyp. We are going
to assume that I" has no labels, that is, m(a) =1 for all a € Lp.

Fix an orientation on the edges, so that each edge a has an initial vertex
i(a) and a final vertex f(a), and the corresponding list X, consisting of the
vectors T4 = €f(q) — €i(a), @ € L. Given A C X we denote by I'4 the graph
spanned by the edges a € L such that z, € A.

In Corollary 2.16 we have seen that graph arrangements are unimodular;
in particular, we deduce that the corresponding partition function is a poly-
nomial on each big cell (instead of just a quasipolynomial). In particular,
this applies to the example of magic-squares that we shall treat presently (cf.
Stanley [104], Dahmen-Micchelli [37] and [3]).

20.3.1 Complete Sets

Now recall that a subgraph is called complete if whenever it contains two
vertices it also contains all edges between them. On the other hand a subset
A C X is complete in the sense of arrangements if and only if (A)N X = A.
If A is complete in this sense, we shall say that the corresponding subgraph
I’y is X-complete.

Proposition 20.20. A subgraph of I' is X-complete if and only if all its con-
nected components are complete.

Proof. The fact that a complete subgraph is also X-complete is clear, and
from this the statement in one direction follows.

Assume that A is X-complete. We have to show that each connected
component is complete. Otherwise, there is an edge a ¢ A with vertices in a
connected component IT of A. By connectedness, a is thus in a cycle in which
the other edges are in IT and so is dependent on X7 and so on X 4. By the
X-completeness of A we have a contradiction.

Corollary 20.21. Given a connected graph I, a proper subgraph A is maximal
X-complete if and only if:

(1) either A is a connected subgraph obtained from I', by deleting one vertex
and all the edges from it;

(2) or it is a graph with two connected components obtained from I, by delet-
ing a set of edges each of which joins the two components.

Proof. If we remove one vertex and all the edges from it and the resulting
graph A with edges C is still connected, it follows that the corresponding sub-
space (C) has codimension-one. Since A is clearly complete, it is also maximal.
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In the second case the resulting graph A has two connected components, each
of which is complete. So it is X-complete. Since the number of vertices is
unchanged, X, spans a codimension-one subspace; hence it is maximal.

Conversely, if A is maximal X-complete with w vertices and ¢ connected
components, we must have v — 2 = w — ¢, so either c =1 and w =v — 1, or
w = v and ¢ = 2. It is now easy to see that we must be in one of the two
preceding cases (from the description of X-complete subgraphs and Lemma
2.12).

A set of edges such that the remaining graph has two connected compo-
nents and all the deleted edges join the two components will be called a simple
disconnecting set. Finding such a set is equivalent to decomposing the set of
vertices into two disjoint subsets V7, Vo such that each of the two complete
subgraphs of vertices V7, V5 is connected.

20.3.2 Irreducible Graphs

Definition 20.22. Given two graphs I, I'5 with a preferred vertex wy, ws in
each, the wedge I V I of the two graphs is given by forming their disjoint
union and then identifying the two vertices.

Clearly, if vy,v2,v (resp. c1,c2,c) denote the number of vertices (resp. of
connected components) of I'y, Iy, ['1VI,, we have v = v1+vs—1, ¢ = ¢1+ea—1,
and hence v —c=v1; —¢; +vg — Ca.

We shall now say that an X-complete subgraph is irreducible if the corre-
sponding subset of X is irreducible. The previous formulas show that the
decomposition of a graph I', as wedge or into connected components, implies
a decomposition of the corresponding list of vectors X, so that in order to
be irreducible, a graph must be connected and cannot be expressed as the
wedge of two smaller subgraphs. The following proposition shows that these
conditions are also sufficient.

Proposition 20.23. A connected graph I' is irreducible if and only if it is not
a wedge of two graphs. This also means that there is no vertex that disconnects
the graph.

Proof. We have already remarked that the decomposition of a graph as wedge
implies a decomposition (in the sense of Section 20.1.1) of Xp.

On the other hand, let I" be connected and suppose that X has a non-
trivial decomposition X = AU B (in the sense of Definition 20.2). If A’ is
the set of vectors associated to the edges of a connected component of I'4,
then A = A’U(A\ A’) is a decomposition of A, X = A’U(A\ A")UB is also
a decomposition, and we may thus reduce to the case that I'4 is connected.

Denote by Va (resp. Vp) the set of vertices of I'y (resp. I'y). We must
have that V4 N Vg is not empty, since I" is connected.
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The fact that X = AU B is a decomposition implies (X) = (4) ® (B) so
from Lemma 2.12 we deduce v—1 = |V4|—ba+|Vp|—bp (with b, bp the num-
ber of connected components of the two graphs with edges A, B respectively).
Since v = |V4| + |VB| — [Va N Vg, we have 1 4+ |[Va N Vp| = ba + bp.

We are assuming that by = 1, so we get |V4 N Vg| = bg. Since I' is
connected, each connected component of I's must contain at least one of
the vertices in V4 N Vp. The equality |V4 N V| = bp implies then that
each connected component of 'z contains exactly one of the vertices in V4 N
V. Thus I' is obtained by attaching, via a wedge operation, each connected
component of I'g to a different vertex of I'4.

Remark 20.24. (i) Notice that the first case of Corollary 20.21 can be consid-
ered as a degenerate case of the second, with I'4 reduced to a single vertex.

(ii) In general, a complete decomposition presents a connected graph as
an iterated wedge of irreducible graphs.

20.3.3 Proper Maximal Nested Sets

With the previous analysis it is easy to give an algorithm that allows us to
describe all proper maximal nested sets in Xp.

The algorithm is recursive and based on the idea of building a proper
maximal flag of complete sets.

Step 1. We choose a total order of the edges.

Step 2. We decompose the graph into irreducibles.

Step 3. We proceed by recursion separately on each irreducible where we
have the induced total order.

We assume thus that we have chosen one irreducible.

Step 4. We build all the proper maximal complete sets that do not contain
the minimal edge a. These are of two types:

(i) For each of the two vertices v of a we have a maximal complete set by
removing the edges out of v. By Proposition 20.23, this operation produces
in both cases a connected graph.

(ii) Remove the simple disconnecting sets containing the minimal edge.

Step 5. Keeping the induced order, go back to Step 2 for each of the proper
maximal complete sets constructed.

From the residue formulas it is clear that in the previous algorithm, given
a vector u, in order to compute the volume or the number of integer points
of the polytope II,, it is necessary only to compute the proper nested sets
S that satisfy the further condition u € C(S), that we will express by the
phrase S is adapted to u. The previous algorithm explains also how to take
into account this condition.

In fact, let A C I'" be a proper maximal complete set. We can see as
follows whether this can be the first step in constructing an S adapted to .
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In fact, the basis ¢(S) is composed of the minimal element z, and the basis
of the span (A) corresponding to the part S’ of the nested set contained in
(A). Thus u can be written uniquely in the form Az, + w with w € (A).

We observe that S is adapted to w if and only if A > 0 and &’ is adapted
to w.

This gives a recursive way of proceeding if we can compute A. Let us
do this in the second case (since the first is a degenerate case). Denote the
decomposition of the maximal complete subset by A U B; thus (A) can be
identified with the space of functions on the vertices whose sum on A and on
B equals 0. Let us assume that the orientation of the arrow of the minimum
edge a points toward A, so that x, as a function on the vertices takes the
value 0 on all vertices except its final point in A, where it takes the value 1,
and its initial point in B, where it takes the value —1. The vector u is just
a function on the vertices with the sum 0. Let A equal the sum of the values
of u on the vertices of A; thus —\ equals the sum of the values of u on the
vertices of B.

We then have that u — Az, = w € (A), giving the following result: see
that:

Proposition 20.25. In the decomposition of the mazimal complete subset A
as AU B let us assume that the orientation of the arrow of the minimum edge
a points toward A. Then if A is the first step of a proper flag adapted to u, we
must have that the sum of the values of u on the vertices of A is nonnegative.

Remark 20.26. (i) We have seen in Theorem 9.16 that the decomposition into
big cells can be detected by any choice of ordering and the corresponding
unbroken bases. Nevertheless, the number of unbroken bases adapted to a
given cell depends strongly on the order. For a given cell it would thus be
useful to minimize this number in order to optimize the algorithms computing
formulas (5), (6).

(ii) Let us point out that in [56] and [88] some polytopes associated to
graphs have been constructed and studied.

20.3.4 Two Examples: A,, and Magic Arrangements

The first interesting example we want to discuss is that of the complete graph
I's with s vertices, that we label with the indices {1,2,...,s}. In this case
Xr, = {e;i—e;} with i < j, so that it consists of the positive roots of the root
system of type As;_1. Thus the hyperplanes H, are the corresponding root
hyperplanes.

In this case a connected subgraph is complete if and only if it is complete
as an abstract graph, that is, it contains all edges joining two of its vertices.
Clearly, it is also irreducible. Given a complete subgraph C, the irreducible
components of C' are nothing else than its connected components.

It follows that irreducible sets are in bijection with subsets of {1,...,s}
with at least two elements. If S is such a subset, the corresponding irreducible
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is Is = {e; —e;|{i,j} € S}. Using this correspondence we identify the set of
irreducibles with the set Z; of subsets in {1, ..., s} with at least two elements.
In particular, the elements of X, are identified with the subsets with two
elements and displayed as pairs (4,7) with ¢ < j. It also follows that a family
S of elements Z; is nested if given A, B € S, either A and B are comparable
or they are disjoint.

This immediately implies that if S is a maximal nested set and A € S has
more that two elements, then A contains either a unique maximal element
B € S with necessarily a — 1 elements or exactly two maximal elements
Bi1,By € S with A = By U Bs.

We can present such an MNS in a convenient way as a planar binary
rooted tree with s leaves labeled by {1,...,s}. Every internal vertex of this
tree corresponds to the set of numbers that appear on its leaves.

N
VAN
1/ \2

represents the MNS {{1,2},{1,2,3},{4,5},{1,2,3,4,5}}.

(20.3)

We now fix a total ordering on Xp, by defining (i,5) < (h,k) if either
k—h<j—tork—h=j7—tandi<h.

Define for any subset A € Z, the pair ¢(A) := (i,4), ¢ := min(A),
j := max(A). Notice that with respect to the chosen ordering, c¢(A) is the
minimum element in the set of pairs extracted from A.

Lemma 20.27. An MNS S of subsets of {1,2,...,s} is proper if and only if
the pairs c(A) for A € S are distinct.

Proof. In one direction the statement is clear.

We only have to show that if the elements ¢(A) for A € S, are distinct,
then S is proper. Let x4 := e; —e; with (¢,7) = ¢(A). To say that S is proper
means that the n — 1 elements x4 are linearly independent. In other words,
it means that for any k = 1,...,s, the vectors e, and x4 as A varies in S,
span the entire s-dimensional space.

We argue by induction, starting from {1,2,...,s} € S, to which we asso-
ciate e; —es. As we have seen, for the maximal subsets of S properly contained
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in {1,2,..., s}, we have two possibilities. They reduce either to a unique ele-
ment B, with s — 1 elements, or to two disjoint subsets B, B2, whose union
is {1,2,...,s}.

In the first case we must have (since S is proper) either B = {2,...,s} or
B =1{1,2,...,s—1}. By induction, adding e, in the first case, and e; in the
second, we easily deduce our claim.

If instead {1,2,...,s} = By U Bs, always using the fact that S is proper,
we can assume that 1 € By, s € By. By induction, the space generated by
zc, C C B, and e; coincides with the space generated by the e;, i € By,
and similarly for By and es. If we add e; to all the x4, A € S, we have also
es = e1 — (e1 — eg), and thus we obtain all the basis elements e;.

To finish our first example, we establish a one-to-one correspondence be-
tween such proper MNS’s and the permutations of s elements that fix s (prov-
ing in particular that their number is (s — 1)!).

It is better to formulate this claim in a more abstract way, starting with
any totally ordered set S with s elements instead of {1,2,...,s}. Of course,
using its canonical bijection with {1,2,...,s}, we can transfer to S all the
notions of MNS and proper MNS.

Proposition 20.28. There is a bijection p between the set of proper MNS'’s
associated to S and that of the permutations of S fixing the mazimal element.

Proof. Let a be the maximum element of S. We think of these permutations
as words (without repetitions) of length s in the elements of S ending with a.

Start by identifying S with {1,..., s} using the total order. Take a proper
MNS S given by a sequence {Si,...,Ss—1} of subsets of {1,...,s}.

We may assume that S; = {1,2,...,s}. We know that &’ := S — {51} has
either one or two maximal elements.

We treat first the case of a unique maximal element. We can assume that
it is S3. Since § is proper, we have seen that either Sy = {2,3,...,s} or
Sy={1,2,...,s—1}.

In the first case we take by induction the word p(S’), formed with the
elements 2, ..., s and terminating with s. We then define p(S) := 1p(S’).

We obtain in this way all the words in 1,2,...,s — 1, s that start with 1
and end with s.

In the second case we use the opposite ordering (s—1,...,2,1) on Sy. Still
by induction we have a word p(S’) in 1,...,s — 1 that ends with 1. We set
P(S) = p(S')s.

We obtain all the words in 1,2,...,s — 1, s that end with 1, s.

It remains to get the words ending with s and in which 1 appears in the
interior of the part of the word preceding s.

We now assume that there are two maximal elements, denoted by Se and
S3 (each with at least 2 elements), in &’ whose disjoint union is {1,...,s}.
Let us denote by S;, ¢ = 1,2, the corresponding induced MNS.

As we have seen, since S is proper, we can assume that 1 € S, s € S3.
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By induction, we have a word p(Sz) for Ss, relative to the opposite order
terminating with 1. Similarly, we have a word p(Ss) for Ss relative to the
usual ordering terminating with s. We set p(S) := p(S2)p(Ss3), precisely a
word of the desired type.

It is clear that this construction can be inverted and that in this way, we
have established a one-to-one correspondence.

We illustrate this bijection with a few special cases:
1. If the MINS S is formed by the subsets

{i,i+1,...,8}, i=1,...,8s—1,

its associated permutation is the identity.
2. If the MNS S is formed by the subsets

{1,2,...,i}, i=2,...,s

its associated permutation is (s — 1,5 —2,...,1,s).

3. The example (20.3) is proper. Its associated permutation is (3,2,1,4,5).

The second example we want to analyze is the following:

Given two positive integers m,n, we define the arrangement M (m,n)
as follows. We start from the vector space R™'" with basis elements e;,
t=1,...,m, fj, 7 = 1,...,n, and let V be the hyperplane where the
sum of the coordinates is 0. The arrangement is given by the nm vectors
A(m,n) = {(ilj) ==e — f;, i=1,...,m, j=1,...,n}. It is the graph
arrangement associated to the full bipartite graph formed of all oriented edges
from a set X with n elements to a set Y of m elements.

The polytopes associated to this arrangement are related to magic squares,
or rather to a weak formulation of magic squares.

The classical definition of a magic square of size m is a filling of the square
of size m (with m? cases) with the numbers 1,2,...,m? in such a way that
the sum on each column, on each row, and on the two diagonals is always the
same number, that necessarily must be m(m? + 1) /2.

A weaker condition is to assume equality only on rows and columns, and an
even weaker is to fix the value of the sum without insisting that the summands
be distinct and coincide with the first m? integers.

One may call these squares semi-magic.

We can view a filling of a square, or more generally a rectangle, with
positive integers as a vector >, ;a;;(ilj) = >, cnen — D) difr, where
cp = Zj ap,; is the sum on the h-th row and dj the sum on the k-th col-
umn. Thus the number of semi-magic squares, adding to some number b, is
an instance of the counting problem on polytopes, in this case the polytope
associated to the vector b(}, e, — >, fx). Notice that for a filling of the
square of size m such that the sum on each column and on each row is al-
ways m(m? + 1)/2 the condition that we have all the numbers 1,2,...,m? is
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equivalent to the condition that the filling consists of distinct numbers. This
number can in theory be computed using the formula developed in Theorem
13.68. Still, the explicit computations involved are quite formidable. In fact,
the number of magic squares has been computed only for m < 5.

Even the simpler computation of the volume of the corresponding poly-
tope has been carried out only up to dimension 10, a general formula is not
available. Let us in any case discuss the general theory in this example.

We discuss the notions of irreducible, nested, and proper nested in the
example M(m,n). We need some definitions. Given two nonempty subsets
A cC{L,2,...,m},B C {1,2,...,n}, we denote by A x B the set of vectors
(i]j),i € A, j € B, and call it a rectangle. We say that the rectangle is
degenerate if either A or B consists of just one element (and we will speak of
a row or a column respectively).

In particular, when A and B both have two elements, we have a little
square. We define a triangle as a subset with three elements of a little square.

Lemma 20.29. (1) The four elements of a little square {i,j} x {h,k} form
a complete set. They span a 3-dimensional space and satisfy the relation
(ilh) + (k) = (1K) + (ilh)-

(2) The completion of a triangle is the unique little square in which it is con-
tained.

(8) Any rectangle is complete.

The proof is clear.

Theorem 20.30. For a subset S C A(m,n), the following conditions are
equivalent:

(1) I's is X-complete.

(2) If a triangle T is contained in S, then its associated little square is also
contained in S.

(3) S = Ul A; x B;, where the A; are mutually disjoint and the B; are
mutually disjoint.

Proof. Clearly, (1) implies (2). Let us now show that (2) implies (3). For this
it is enough, by induction, to consider a maximal rectangle A x B contained
in S and prove that S C A x BUC(A) x C(B). Suppose this is not the case.
Then there is an element (i|k) € S where either i € A,k ¢ Bori ¢ Ak € B.
Let us treat the first case; the second is similar. If A = {i}, then Ax (BU{k})
is a larger rectangle contained in S, a contradiction. Otherwise, take j € A,
Jj # i,h € B. We have that (i|h), (j|h), (i|k) are in S and form a triangle,
so by assumption, also (j|k) € S. This means that again A x (B U {k}) is
a larger rectangle contained in S, a contradiction. Now we can observe that
SNC(A) x C(B) is also complete, and we proceed by induction.
(3) implies (1) follows from Proposition 20.20.

Theorem 20.30 now gives the decomposition of a complete set into irre-
ducibles.
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Corollary 20.31. A nondegenerate rectangle is irreducible. Given a complete
set of the form S = Ul_ A; x B;, where the A; are mutually disjoint and the
B; are mutually disjoint, its irreducible components are the nondegenerate
rectangles A; X B; and the single elements of the degenerate rectangles A; x B;.

Theorem 20.30 also implies the structure of the maximal proper complete
subsets of A(h, k).

Corollary 20.32. A proper subset S of A(h,k) is mazimal complete if and
only if it is of one of the following types:

Ax BUC(A) x C(B) with A, B proper subsets.

Ax{1,...,n}, where A has m — 1 elements.

{1,...,m} x B, where B has n — 1 elements.

All these considerations allow us to find all proper flags in the case of the
magic arrangement. Of course, in order even to speak about proper flags, we
have to fix a total ordering among the pairs (i,;). Let us use as order the
lexicographic order, so that (1|1) is the minimum element. It follows that if S
is a proper maximal complete subset, in order to be the beginning of a proper
flag one needs that (1]1) ¢ S.

It is then clear that once we have started with such a proper maximal
complete subset, we can complete the flag to a proper flag by taking a proper
flag in S for the induced order. This gives a recursive formula for the num-
ber b(m,n) of proper flags, which is also the number of unbroken bases and
thus, by Theorem 10.3, the top Betti number of the complement of the corre-
sponding hyperplane arrangement. We have from our discussion the following
recursive formula for b(m, n):

b(m—l,n)+b(m,n—1)—|—azc: (m_l) (n;1>b(a,c)b(m—a,n—c).

a—1

Remark 20.33. In [1] a number of interesting quantitative results on the enu-
meration of magic squares have been obtained. It could be interesting to use
our results above to see whether one can push those computations a little bit
further.

20.4 Wonderful Models

20.4.1 A Minimal Model

Although we do not use it explicitly, it may useful, and we present it in this
section, to understand the origin of the nonlinear coordinates we have been
using and of the entire theory of irreducibles and nested sets that we have
built in [42].

Consider the hyperplane arrangement Hx and the open set
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AX = U\ (UHGHXH)7

the complement of the union of the given hyperplanes.

Let us denote by Z the family of irreducible subsets in X. In [42] we
construct a minimal smooth variety Zx containing Ax as an open set with
complement a normal crossings divisor, plus a proper map w : Zx — U
extending the identity of Ax. The construction is the following.

For any irreducible subset A € T take the vector space V/AL and the
projective space P(V/A1). Notice that since A+ N Ax = ), we have a natural
projection 74 : Ax — P(V/AL). If we denote by j : Ax — U the inclusion,
we get a map

Q= X (Xaezma) : Ax = U X (Xaer P(U/AL)). (20.4)

Definition 20.34. The wonderful model Z is the closure of the image i(Ax)
in U x (XaezP(U/AL)).

We describe some of the geometric features of Zx. First of all, notice that
X aerP(U/AL) is a projective variety. Thus the restriction 7 : Zy — U of
the projection of U x (x,ezP(U/AL)) to the first factor U is a projective and
hence proper map.

Secondly, notice that ¢ is injective. We identify Ay with its image under
i. This image is closed inside Ax x (x,ezP(U/A1)), that is open in U x
(XaezP(U/AL)). Thus Zx contains Ax as a dense open subset, and the
restriction of m to Ax coincides with the inclusion j.

In order to have a better understanding of the geometry of Zx we are now
going to describe some dense affine open sets in Zx.

Take an MNS S. Choose among all the bases adapted to S the basis
b={by,...,bs} that is lexicographically minimum (this is not necessary, but
it allows us to choose exactly one adapted basis for each MNS). As usual, if
ps(b;) = A, denote b; by by. The b; form a system of linear coordinates in U.

Consider now C*® with coordinates z = {z4}aes, and a map fs: C* — U
defined in the given coordinates, by

bA: H zZB.

BDA

We have an inverse map ig, defined on the open set where the by # 0
given by zp := bp if B is maximal and zp = bg/bc when B is not maximal
and C' is the minimal element of S properly containing B.

Now take a € X \ b and let ps(a) = A. Thus a € A, and by the nested
property it does not lie in the space spanned by the elements B € S properly
contained in A. Therefore, we can write a = Y-, v8br, 7B € C, with
~v4 # 0. Making the nonlinear change of coordinates, we get

a=3 1 I 2o = (v I #8)ral2). (20.5)

BCA CDB CDA



364 20 Minimal Models

where p,(2) =14 gq(z) with g,(z) a polynomial vanishing at the origin.

Set now Vs equal to the open set in C*® that is the complement of the
divisor of equation J[, ¢\, Pa(2) = 0.

Notice that the previously defined map s lifts the open embedding
i: Ax — U to an open embedding

iS:.AX — Vs.

By its very construction, the complement in Vs of the union of the divisors
za = 0 is mapped isomorphically to Ax by the morphism fs that is the
inverse of is.

Lemma 20.35. Let A € 7 and S be an MNS. Then there exists a map
mas: Vs — P(U/AL) such that the diagram

Ax - P(U/AY)
Vs

1s commutative.

Proof. Since A is irreducible, there exists a minimum B € S such that A C B.

We can choose projective coordinates in P(U/AL) by choosing a basis
of (A) contained in X. Call it ¢1,...,¢,. It is now clear that for each i,
ps(¢;) € B. From the irreducibility of A, we have that for at least one 4,
which we can assume to be 1, we have ps(c;) = B. Indeed, A would be
contained in the union of the irreducible subsets in S properly contained in
B, and thus by its irreducibility in one of them.

Substituting our nonlinear coordinate, we get that each ¢; is divisible by
[Izcc 2c, and moreover, c¢i/[[zcc 2¢ is invertible on Zx. Since we are
working in projective space, our claim follows.

The previous lemma clearly implies that there exists a map js : Vs — Zx
such that the diagram

Ax . Zx
lis/
Js
Vs

commutes.

Notice that if B € S, we can choose as basis of (B) the set of elements
bc such that C' C B and then bc/bp = [[ocpcp #p- In particular, if C' is
maximal in B, then bo/bp = z¢. If, on the other hand, C'is maximal in S, we
have that b = z¢. From the proof of the previous lemma, Vs maps into the
affine subset of P(U/B>), where bg # 0. Thus the coordinates zp of Vs are
restrictions of functions on the Cartesian product of U with all these affine
sets. This proves that Vs embeds as a closed subset into an affine open set in
U x (xpgesP(U/B*) and implies our next result.
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Proposition 20.36. For each MNS S, the map
js Vs — Zx
18 a embedding onto an affine open set.

Remark 20.37. As we have already stated, the special choice of the basis b is
not necessary. Indeed, choose another basis b’ adapted to S. Repeating our
construction, we can construct an open set Vs in C* with coordinates 2/j,
A € S, and an embedding jsp : Vs — Zx.

Since both open sets naturally contain the open set Ax, we can think the
za’s (resp. z4’s) as rational functions on Vs (resp. on Vs ).

If A € S and A is not maximal, we know by the nested property that there
is a minimal element B € S such that A C B. We denote such a B by ¢(A)
(the consecutive to A).

It follows that z4 = ba/b.a) and 2/y = b;‘/b’c(A). Using this and (20.5),
we easily see that for each 4 € S,

2y = 24G A(2),

where the function G(z) is invertible on Vs. We deduce that the open set
Vs, is naturally isomorphic to Vs by an isomorphism 1 taking the locus of
equation 2y = 0 to that of equation z4 = 0 for each A € S and that the
diagram

commutes. Since b,b’ play symmetric roles, 1) is an isomorphism.
Let us now identify Vs with its image js(Vs).
Theorem 20.38. UsVs = Zx. In particular, Zx is a smooth variety.

Proof. Let Yx := UsVs. It is clearly enough to show that Yx is closed in
U x (xaezP(U/AL)). We claim that for this it is enough to see that the
projection map of Yx to U is proper. In fact, assume that this is true; the
projection of U x (x 4e7rP(U/AL)) to U is proper and so the embedding of
Yy into U x (x aezP(U/A%1)) is also proper, and finally, its image is closed.

Now in order to prove the required properness we shall use a standard tool
from algebraic geometry, the properness criterion given by curves, also known
as the valuative criterion of properness (cf. [61]). Over the complex numbers
this amounts to showing that for any curve f: D, — U, D, = {t € C||t| < ¢}
such that f(D. \ {0}) C Ax, there exists a curve f : D, — Yx such that the
diagram
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Yx

\ i
U
commutes.

Take such an f. For any a € X, we can write (a| f(t)) = t"*K4(t) near
t = 0, where n, > 0 and ,(0) # 0.

For each h > 0, we define Ay, = {a € X|n, > h}. Clearly Ay = X, and for
each h, Ap4+1 C Ay and each Ay, is complete.

If we now decompose each A, into irreducibles, we get a collection of
elements in Z that, due to the fact that A, 1 C Ay, is clearly a nested set.
Let us complete this nested set to an MNS S.

We claim that the map f : D\ {0} — Ax extends to a map f: D. — Vs.
To see this, we need to show that for each C € S, z¢(f(t)) is defined at 0 and
that for each a € X \ b, pa(f(t)) # 0 at 0.

For the first claim notice that if C' is maximal in X, then z¢ = be, and
so zo(f(t)) = (be | f(t)) is defined at 0. If C is not maximal, let B be the
minimum element in S properly containing C'. Then by the definition of S,
Ny > Ny Also

ce(f(t)) = LeLIO) oy B0 (1)

(b | (1)) K ()

so that zo(f(t)) is clearly defined at 0.
For the second claim, consider ps(a) = B. Then by the definition of S,
Ng = Npy. Thus

(al f(t)) _ #a(0)

PalfO) = 05178 = Fom (0)

£0.

20.4.2 The Divisors

We need a technical fact.

Lemma 20.39. Let S and T be two MNS’s in X. Let b° (resp. b ) denote
the associated adapted basis and let 25, A € S (resp. z}, A € T) be the
corresponding set of coordinates on Vs (resp. V). Then

(1) If Ac S\ T, 25 is invertible as a function on Vs N Vr.
(2) If A€ T\'S, 2} is invertible as a function on Vs N Vr.
(3) If A€ SNT, 25/2] is regular and invertible as a function on Vs N V.

Proof. Assume that A is a maximal element in Z. This implies A € SN T,
so we have to prove (3). We have 2§ = b5. Let B = p7(b3) C A. Then by
(20.5),
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S _ T, T T
ZA = H 209 = %4 H 2c9,
CeT,BCC CeT,BCC,C#£A

where g is invertible.
Similarly, 24 = b’ and if B’ = ps(b};) C A, then

T S S -
ZA = ZA H 2DY;
DES,BCD,D#A

where g is invertible.
Substituting and using the fact that A D B and A D B’, we get

A== I e Il e

CeT,BCC,C#A DEeS,BCD,D#A
Thus
T S~ _
I 2 I -1
CeT,BCC,C#A DeS,BCD,D#A
Since
fo T
T = H cc9

FA CeT,BCOc#A

our claim follows in this case.

In the general case take A € S. By induction, we can assume that our
claim holds for each B2 Ain SUT.

Since A is irreducible, there is a minimum element B € 7 containing A.
We know that there exists a € A such that py(a) = B.

Set E = ps(a) C A. Notice that if C is irreducible and B 2 C' D E, then
necessarily C' ¢ T.

Using (20.5) let us write

a= JI o= TI =5

CEeT,BCC DES,ECD

where ¢ and g are invertible. We deduce

S
1= I = ]I zi’f I 2 (20.6)

z
DeS\T,ECD ceT\S,BCc “C pesnT,BCD “D

If A¢ T, then B D A. We claim that all the factors in (20.6) are regular
on Vs N Vr. Indeed, the factors of the form z$ with D € S\ T,E C D are
obviously regular. The factors 1/2} for C € T\ S,B C C and z3/z}, for
D € SNT, B C D are regular by the inductive assumption, since they involve
elements properly containing A. Since z§ appears as one of the factors in
(20.6), its invertibility follows.

If, on the other hand, A € T, so that B = A, reasoning as above, all the
factors in (20.6) are regular on Vs N V7 with the possible exception of 25 /27.
But then this implies that 27 /25 is regular and invertible.

If we now exchange the roles of S and T, all our claims follow.
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We can now use the previous lemma to define for each A € Z the divisor
Dy C Zx as follows. Let us take an MNS S with A € S. In the open set
Vs let us take the divisor of equation zy = 0. Then D4 is the closure of this
divisor in Zx. Our previous lemma clearly implies that the definition of D 4
is independent of the choice of S, and furthermore if 7 is any MNS, then
Zx \Vs = UASESDA'

From these considerations we deduce the following;:

Theorem 20.40. Let D = UpczD . Then:

(1) Ax = Zx \ D.

(2) D is a normal crossing divisor whose irreducible components are the divi-
sors Dy, A€ T.

(8) Let H CZ. Set Dy = NaecpDa. Then Dy # 0 if and only if H is nested.

(4) If H C T is nested, Dy is smooth and irreducible.

Proof. Let us fix an MNS S. Then (1) follows from the fact that
Zx\ D =Vs\ (Uaes(DaNVs) = Ax.

All the other statements are immediate consequence of Lemma 20.39.

20.4.3 Geometric Side of Residues

Theorem 20.40 singles out for each MNS S the point Ds, Ds € Vs.

If we now take a basis b in X, we can construct as in Theorem 20.11 a
MNS S to which b is adapted.

We can define a small parametrized real s-dimensional torus Ts (centered
at Dg) as the set of points in Vs such that |z4]| = ¢ for each A € S (¢ a small
enough positive constant).

Notice that Ts C Ax and that Ts is naturally oriented using the total
orientation induced on S by that on the adapted basis b.

We can consider the map H,(Ts,Z) — Hs(Ax,Z) induced by the inclusion
and taking the image of the fundamental class in H (Ts,Z) to get a class
ap € Hy(Ax,Z). The very definition of res, then implies the following result:

Proposition 20.41. For any basis b and any s-form w on Ax, respw equals
the evaluation of the cohomology class [w] on the homology class cy.

In particular, the classes oy, as b varies among the proper unbroken bases
form a basis of Hy(Ax,7Z).

20.4.4 Building Sets

The choice of the irreducible subsets in the construction of the embedding of
Ax in U x (xae7P(U/AL)) is not essential for obtaining the properties of
smoothness and normal crossings previously described. In fact, one can easily
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see that also taking the collection C of all complete subsets, one has the same
properties for the embedding Ax — U X (x accP(U/AL)). Now, though, we
have many more divisors at infinity indexed by all complete subsets, and the
nested property means that the family Ay, ..., As of complete sets is a flag.

In fact, there are several families of complete sets that provide smooth
models in which the complement is a divisor with normal crossings. They are
given by the notion of building set:

Definition 20.42. A family G of complete sets in X is said to be building
if given any complete set A, the maximal elements By, ..., By of G contained
in A have the property that A = U; B; is a decomposition.

We leave to the reader to verify that G always contains Z. The closure Z)% of
the image of Ay in U x (x 4cgP(U/A1)) is a smooth variety, the complement
of Ax is a divisor with normal crossings, and its irreducible components are
indexed by the elements of G. One has a similar definition of nested sets that
correspond to divisors with nonempty intersection. Finally, one has clearly
that if G; C G5 are both building families, there is a commutative diagram

Ax = 7%
z$

For further details the reader should see [42], [77].

20.4.5 A Projective Model

In this section we are going to assume that X itself is irreducible. If this is
the case, we want to note two facts. The first is that since X+ = {0}, we have
the projection my : Zx — P(U). The second is that we have the divisor Dx
in Zx.

Lemma 20.43. Consider the projection w : Zx — U. Then w(Dx) = {0}.

Proof. To prove our claim, it clearly suffices to see that for any point x € D,
a €V, {(a|m(x)) =0. Take an MNS S, and consider the open set Vs and the
corresponding adapted basis b. Since X is the unique maximal element in Z,
we have X € S. Alsoon Vs, by = HBDA zp is divisible by zx. It follows that
(ba|m(x)) =0 for each z € Vs N Dx and for each A € S. Since b is a basis
and Vs N Dx is dense in Dy, the claim follows.

Remark 20.44. In a completely analogous fashion one can show that for each
AeT, W(DA) = AL,

Using this lemma we immediately get that Dx is smooth and projective
and that if we consider the map g := Xaezma : Zx — [[4er P(U/AY), we
have the following:
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Lemma 20.45. The restriction of g to Dx is injective and g(Zx) = g(Dx).

Proof. The first statement follows immediately from the previous lemma. As
for the second, notice that if v € Ay, then g(v) = g(tv) for any nonzero ¢t € C.
It follows that g(Zx) is an irreducible subvariety of dimension s — 1. Since
g(Dx) is closed and of the same dimension, the claim follows.

Let us now identify Dy with its image g(Dx). We deduce a projection,
that we can again denote by g, of Zx onto Dx. Recall that on P(U) we have
the tautological line bundle £ = {(u,¢) € U x P(U)|u € ¢}. We can thus
consider the line bundle L := 7};(£) on Dx with projection p : L — Dx.

Let us introduce an action of the group C* on Zx as follows: C* acts on
U x [T 47 P(U/AL) by acting by scalar multiplication on the first factor U.
It is then clear the i(Ax) is stable under this action, so that Zx, being its
closure, is also stable. Notice that C* acts also on L by multiplication on each
fiber.

Theorem 20.46. There is a C* isomorphism § : Zx — L such that the
diagram

ZX4>L

commutes.

Proof. Notice that by definition, L = {(u,z) € U x Dx|u € ny(z)}. The
definition of Zx then implies that we have a well-defined C*-equivariant map
6 : Zx — L whose composition with the inclusion of L in U x Dx is the in-
clusion of Zx. In particular, § is an inclusion. Since L and Zx are irreducible
of the same dimension, ¢ is necessarily an isomorphism.

Not only is then Zx identified with the total space of a line bundle over a
projective variety Dx, we also have that Dy is a compactification of the image
Ax := Ax/C* C P(U). Indeed, we have the following commutative diagram:

Ax x Zx U x [1yez P(U/AL)
Ay — 2 T [Tcz B(U/AY)
P(U) L PO) - P(U)

Here o is the projection to projective space and p the projection of the
total space of the line bundle to its basis.
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Now again the boundary of Ax in Dx is a divisor with normal crossings
whose irreducible components are indexed by the proper irreducible subsets
of X, and so on.
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